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1. Viewing Handles
Use Process Explorer to view handles

Run Process Explorer, and make sure the lower pane is enabled and configured to show open handles. (Click on View, Lower Pane View, and then Handles). Then open a command prompt and view the handle table for the new Cmd.exe process. You should see an open file handle to the current directory. 
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If you then change the current directory with the CD command, you will see in Process Explorer that the handle to the previous current directory is closed and a new handle is opened to the new current directory. The previous handle is highlighted briefly in red, and the new handle is highlighted in green. The duration of the highlight can be adjusted by clicking Options and then Difference Highlight Duration. 

Process Explorer’s differences highlighting feature makes it easy to see changes in the handle table. For example, if a process is leaking handles, viewing the handle table with Process Explorer can quickly show what handle or handles are being opened but not closed. This information can assist the programmer to find the handle leak.
Use Handle-tool to view handles

You can also display the open handle table by using the command line Handle tool from www.sysinternals.com. 
1. Open a command prompt and enter: %sysinternals directory%\handle –p cmd.exe，%sysinternals directory% is the directory of sysinternals, for example: 
C:\sysint\handle –p cmd.exe

2. Change the current directory by using command CD, and repeat step 1 to see the current file path of process cmd.exe.

Here is an example for handle-tool. After step 1, you can see the current file path is c:\users. Because we change the path by using cd\, the path changed to c:\, as shown in the following picture.
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Viewing Maximum Number of handles

The test program Testlimit from Sysinternals (in CRK-Tools\testlimit.exe for 32-bit Windows or CRK-Tools\x64\testlimit64.exe for 64-bit Windows) has an option to open handles to an object until it cannot open any more handles. You can use this to see how many handles can be created in a single process on your system. Because handle tables are allocated from paged pool, you might run out of paged pool before you hit the maximum number of handles that can be created in a single process. 

To see how many handles you can create on your system, follow these steps: 

1. Run Process Explorer, and click View and then System Information. Notice the current and maximum size of paged pool. (To display the maximum pool size values, Process Explorer must be configured properly to access the symbols for the kernel image, Ntoskrnl.exe.) Leave this system information display running so that you can see pool utilization when you run the Testlimit program. 
2. Open a command prompt. 
3. Run the Testlimit program with the “-h” switch (do this by typing testlimit –h).  When Testlimit fails to open a new handle, it will display the total number of handles it was able to create. If the number is less than approximately 16 million, you are probably running out of paged pool before hitting the theoretical per-process handle limit. 
4. Close the command-prompt window; doing this will kill the Testlimit process, thus closing all the open handles.
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2. Troubleshooting a Pool Leak
In this experiment, you will fix a real paged pool leak on your system so that you can put to use the techniques described in the previous section to track down the leak. The leak will be generated by the NotMyFault tool, which you can download from CRK-Tools package. 

When you run NotMyFault.exe, it loads a device driver Myfault.sys and presents the following dialog box: 

1. Click the Leak Pool button. This causes NotMyFault to begin sending requests to the Myfault device driver to allocate paged pool. NotMyFault will continue to do this until you click the Stop Leaking button. Note that the paged pool is not released even when you close the program; the pool is permanently leaked until you reboot the system.  
2. While the pool is leaking, first open Task Manager and click on the Performance tab. You should notice Paged Pool climbing. You can also check this with Process Explorer’s System Information display. (Click on Show and then System Information.) 
3. To determine the pool tag that is leaking, run Poolmon and press the “b” key to sort by the number of bytes. Press “p” twice so that Poolmon is showing only paged pool. You should notice the pool tag “Leak” climbing to the top of the list. -- Press Stop Leaking!
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3. Viewing ALPC Port Objects
You can see named ALPC port objects with the WinObj tool from Sysinternals. Run WinObj.exe and select the root directory. You can see different kinds of objects. By sorting with “Type”, you can see the ALPC Port objects on the top of the list, as objects in the red box in the following picture:
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If you want to see ALPC Port in PRC(Remote Procedure Calls), select “PRC Control”.
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