notes about when to delete DNS records

Currently, netname only builds its DNS list(s) at online time. It tears them down during offline processing. Deleting the records at the server during offline is wasteful since the name is usually being moved to another machine and, from a DNS perspective, nothing has changed.

There are a number of events that could cause netname to delete the records at the server: 1) receiving a delete resource control, 2) changing the name property (handled differently if the resource is online vs. offline) and 3) removing an IP address dependency (partial deletion).

In spite of this, removal of the records at the server can still fail if the server is not available (obviously) or if the cluster is uninstalled without first deleting the resources. Nor can the Cluster Name resource be deleted since it is a core resource. For these scenarios, no future attempt can or will be made in order to delete the records. The DNS server has implemented a scavenging feature where records are deleted if they haven’t been accessed within a certain period of time.

Originally, the DNS lists were cleaned up during offline processing. To support DNS record deletion, the resource will hold onto the DNS list after it has gone offline. If the resource goes back online without any changes, the current list is torn down and recreated. If the resource is moved to another node, the previous hosting node retains the list since it can’t tell if the offline is due to a move. If resource is not moved, then the node needs this info when the delete resource control is directed its way.

Any one of the three events listed above result in a resource control to be issued. Delete is only issued to the node hosting the resource’s group 
. If the name has visited many nodes, each node will have a list that is possibly stale. Only the last node to host the resource will have the most up to date information about the resource and its properties. For that reason, only the node that last hosted the resource will act upon property or dependency changes.

DNS records also need to be deleted when the name property is changed. If the name is currently offline, then the deletion can occur at that time. If it is online, the resource needs to flag the situation such that record deletion occurs when the resource is taken offline.

If an underlying IP address resource dependency changes, then the corresponding PTR record needs to be deleted.

Other events can lead to a situation where the resource is closed before an online has occurred; e.g., the netname resource is initially in the offline state, never goes online, and the cluster service is shut down. The resource will remain in that state when the service is restarted. If the resource is then deleted, it will not have any DNS List info since it never visited the online state. In those cases (there may be others I haven’t thought of yet), we’ll log it both to the cluster and event logs. Any time the records at the server need to be deleted but can’t due to lack of data, we’ll log that info in the event log indicating to the reader that they need to contact the DNS admin to have the records removed.
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