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Abstract

Certain applications, such as centrally storing the disk contents of several personal computers, can result in a set of files with much duplicated content. Using a traditional filesystem to store these files separately results in excessive use of disk and server file buffer cache space.  Using hard or symbolic links would eliminate the excess storage requirements, but changes the semantics of having separate files, in that updates to one “copy” of a file would be visible to users of another “copy.”  We describe the Single Instance Store (SIS), a software component that implements copy-on-write for files stored on a Windows® NT Filesystem volume.  SIS is structured as a filesystem filter driver and a user level daemon process that detects duplicate files and reports them to the filter for collapsing.  This paper presents measurements of the contents of personal computer filesystems showing a substantial level of duplication of file contents, describes the design and implementation of SIS, and presents performance results.   These results show that creating SIS copies of files is fast, and that SIS file space overheads are quite small, on the order of 300 bytes/file regardless of the size of the underlying file.

1. Introduction

Copy-on-write is a technique that has been used in various forms in computer systems for quite some time, most notably in virtual memory [Rashid 81] and database [Todd 96] systems.  It is a technique whereby at the time of a “copy” a link between the source and destination is established, and the actual copying of the data is postponed until such time as either the source or destination is modified.  In most cases, the cost of detecting and carrying out the delayed copy is greater than it would have been if the copy had been eagerly evaluated, but the usual expectation is that writes to copies rarely happen, and thus the copy operation can be eliminated altogether.  Crucial to the concept of copy on write is that it is semantically identical to a normal copy, unlike linked-file or shared memory techniques.

The Single Instance Store (SIS) is a copy-on-write facility for the Windows NT File System (NTFS) [Custer 94] in Microsoft Windows® NT 5.0 [Soloman 98].   It was created to solve a specific problem with one of the proposed NT 5.0 features, but has more general applicability.  The initial plans for NT 5.0 included a “remote boot” facility, where workstations would have their filesystem data stored on a server, and would use their local disks as a cache of the contents of the server.  This facility would allow replacing machines that had died without loss of data, make it easier for administrators to keep the software on large collections of system in sync with one another, and generally move Windows® NT toward a more centralized management strategy.  Windows® NT is designed so that each machine believes that it boots from a directory that is its alone, and into which it can write.  This assumption is deeply ingrained into NT, and would be difficult to change.  So, the remote boot servers must have private directories for each different workstation served.  However, this will result in a large amount of duplicate content between these directories, with only small, machine-specific differences.  While disk space has become increasingly inexpensive, storing many copies of the system files is still expensive.  SIS was developed as a solution to this problem.  It is also helpful when setting up new machines, because there is no need to copy the installed file data on the server; rather, the new machines can have their directories created by using fast “SIS copies.”

We believe that in general, computer usage patterns reflect the cost of doing operations.  When the cost of an operation becomes much more or less expensive, application builders and users will change their behavior to deal with the new state of the world.  For example, in the past compiling large systems used to take hours or days, and programmers were very careful about the changes that they made in order to avoid having to rebuild due to a trivial error, such as an error that would prevent a successful compilation.  However, as machines became faster, rebuilding software systems became correspondingly faster.  Programmers responded by spending less up-front time looking for trivial errors that would quickly manifest themselves.  This is not because of some lack of virtue in the newer programmers, but rather because the tradeoffs between up-front work and rebuilding the system had changed, and the new work patterns made more sense when taken in light of the new costs.  We believe that reducing the cost (both in time and disk space) of making copies of files will have a similar effect on the way that the filesystem is used.  We do not, however, know what that effect will be.

Independent of any change in the way filesystems are used, we have evidence that substantial amounts of disk space can be saved by running a system like SIS on existing filesystems.  In particular, if personal computer filesystems were served from a central fileserver as we envisioned doing in the remote boot work, our data indicate that nearly half of file space could be recouped.  Given that SIS was not terribly hard to implement and adds a fairly small overhead to run, we believe that this justifies its existence.  Our data also indicate that about 8% of file space on existing personal computer volumes could be recovered by applying SIS.

The next section describes the measurements that we made of the contents of filesystems, and analyzes them with respect to SIS, finding substantial commonality of file contents.  Section 3 describes SIS’s design and implementation, along with necessary background regarding NT features used in building SIS.  Section 4 presents performance results, showing the size and time overheads involved in both normal and SIS files, and finding that SIS equals or outperforms normal files for file sizes beyond about 1 Kbyte.  Section 5 discusses related work, and Section 6 concludes.

2. File System Contents

Prior to deciding to build SIS, we did a study of the contents of filesystems, which among other things is useful to determine the impact that SIS would have if it were run on those filesystems.  Unlike most filesystem studies, we were more interested in the static contents of the filesystem than the dynamic usage patterns.  The summary of our results as they apply to SIS is that if the entire group of filesystems that we measured were stored together, SIS could eliminate about 44% of the file storage.  Even as separate filesystems (where there is no opportunity to combine files that are not on the same filesystem) we would realize about an 8% savings.  Since SIS is intended to operate on fileservers that would store the data from the filesystems from a large number of machines, the 44% number is representative of the savings that one could expect from running SIS, and is sufficiently large to justify the effort involved in building it and the overhead involved in running it.  Given that SIS is already written, an 8% savings in disk space may also justify running it on non-server machines. 

The rest of this section describes the filesystem trace data and the methodology that we used to collect it, and then presents an analysis of the data that shows both general facts about what is stored on filesystems, and determines specific facts about how SIS would operate on the filesystems in question.

To first approximation, our methodology was to take a recursive directory listing of the filesystems, capturing each file name, size, write and creation dates, and position in the directory hierarchy.  Hard links are supported in NTFS, but are so rarely used that we did not check for them.  We obtained data from personal computers within Microsoft Research.  We obtained the data by sending an email to all members of Microsoft Research asking them to run a program that would scan their filesystem.  We collected this data in September, 1996.  Windows and Windows NT store their virtual memory paging data in files in the filesystem with a known name (pagefile.sys).  Before doing any processing on the data, we removed these files.

There are some sources of bias in the file data.  When we sent the mail to the members of the research staff, we included the filesystem scanning program as an attachment to the mail.  To run the program on the machine that received the mail message only required double clicking on an icon in the message.  Running the program on any other machine was more work, in that the user had to save the program out to a file and then execute the file on the non-mail machine.  Probably some users ran the program on their mail machine, but not on any others.  It is typical in Microsoft Research to have a number of personal computers, and the uses of the different machines vary, possibly in a systematic way.  An additional bias is that we only requested (did not require) that people run the program, so if there is any correlation  between the types of people who choose to run the program and the types of files they store, it would affect the data.  The final, and possibly largest, source of bias is the fact that the contents of the filesystems of the computers at Microsoft Research is most likely not representative of the contents of filesystems of other user populations; we suspect without proof that there are proportionally more unique files in Microsoft Research than in the general computer user community.  All of these sources of error in our measurements mean that the results derived from them should at best be interpreted as a first order indication of what to expect in practice, and taking any meaning from small effects in the data is unwarranted.
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The trace data comes from 168 filesystems on more than 71 computers (it was impossible to determine the computer name for 26 of the filesystems, so we don’t know from how many different computers they came), with a total formatted capacity of 283 Gbytes.  106 of the filesystems were formatted using the FAT (standard DOS) filesystem, 61 with NTFS and 1 with a then-experimental 32 bit version of FAT, which is now standard in Windows 98.  The trace contains 2.6 million files and 161 Gbytes of file data, not counting directory or metadata overhead, just the file contents proper.

The following chart shows the distribution of files by size.  The files in the data set were grouped into bins by rounding the file size up to the next power of two; so, for example, the bin labeled 64K includes files from 32769 to 65536 bytes in size.  The curve labeled “File Count” shows the distribution of files, and should be read from the right hand y-axis.  The “Cum. Files” curve is the integral of the “File Count” curve, and is read on the left hand y-axis.  “Byte Count” is the distribution of file data bytes (not counting filesystem overhead or bytes lost to fragmentation) by file size, and “Cum. Bytes” is its integral.

This chart points out an important fact about the contents of the filesystems: most of the files are small (88% are 64Kbytes or smaller) but most of the bytes are in large files (80% of bytes are in files larger than 64Kbytes).  Files 1 Kbyte and smaller constitute only 0.16% of the total file space.  It turns out that the SIS implementation is inefficient both in speed and in space for files this small, but because they compose an insignificant portion of the file space, they are unimportant, and SIS can allow small files with identical content to remain as normal files without losing much opportunity to save space.  We also found that a very small number of files made up a significant part of the disk space.  There were 105 files (of  2.6 million) larger than 64Mbytes, and they made up about 5% of the total space.

When we collected the filesystem data, we were not considering building SIS.  Therefore, we did not read the file contents and so there is no way to determine which files have identical contents from these data.  However, we made a first approximation by using the simple heuristic that files with identical names (ignoring case) and identical sizes also have identical contents, and all 0 length files are also identical.  We are aware of instances in which this is not true (some versions of Microsoft Office write the user’s name into the executable binaries), and are also aware that this will miss some duplication (backup copies of files saved by text editors with a different filename; also there were more than 256 different file names for one byte files while there are only 256 possible one byte files).  However, we believe that this technique is sufficient to provide a rough estimate of the amount of duplication in the filesystems.

When considered as a single large group, SIS could eliminate 71 Gbytes of file data of the 161 Gbytes total in the filesystems, or about 44%.  For each set of matching files, we computed its “bytes eliminated” as the size of the set minus one, times the size of one of the files in the set.  In other words, for each group of identical files, we kept exactly one copy, and counted the rest as savings.   Of the remaining 90 Gbytes, 20 Gbytes would be in the common store and the remainder in files with no matches.  1.9 million (73%) of the 2.6 million files would be SIS links, with 350,000 distinct file contents.  If we ignore files smaller than 1 Kbyte, then there would be 1.3 million (50%) SIS links with 260,000 distinct file contents, but the savings of disk space would be essentially the same as if the small files were included; in practice this is how we would configure SIS.

When each of the 168 filesystems was considered independently, SIS would realize savings of about 14 Gbytes, or 8% of used file space.  This number is smaller because there is a smaller set of candidate files to match within a single filesystem as opposed to across all files in the set.  In particular, it is much more likely that applications and systems will be installed once on each of a number of filesystems than that they will be installed multiple times on a single file system.

The following graph shows the distribution of files and bytes in the entire data set, the set of files that would be SIS links if SIS were applied to the data set as a whole, and the set of files that would be SIS links if SIS were applied to the file systems in isolation.  Unlike the previous graph, we only show the cumulative distribution curves for clarity.  The “All Files” and “All Bytes” curves are exactly the same curves as from the previous graph.  The sets of SIS files and single filesystem SIS files are smaller than the entire set, but because the graph uses frequency within the set as its y-axis, the curves all arrive at 100% at the right hand end of the scale.   The most important aspect of this graph is that while very large files make up a noticeable fraction of the bytes in the entire data set, these files are much less prevalent in the SIS sets.  This means that SIS will be less likely to have to deal with very large files, and hence less likely to have to spend large amounts of time doing copies-on-write.  The primary reason that it appears that the distribution of files for the single filesystem case is more biased towards small files than the other two distributions is because the set of single-filesystem matches is much smaller.  However, all empty files match one another, so the contribution of these files to the single-filesystem curve is proportionally higher.
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3. SIS Architecture and Design

SIS has two responsibilities: providing the copy on write functionality, and discovering files with identical content in order to merge them.  These two functions are implemented by a kernel-level filesystem filter driver and a user-level service (daemon) respectively.  This section lays out the basic concepts and terms used in describing SIS and its design, provides brief background on the Windows NT underpinnings used by SIS, and then describes the SIS architecture and design in some detail.

A user file whose contents is managed by SIS is called a SIS link.  The kernel mode portion of SIS (called the SIS filter) is responsible for assuring that users see appropriate behavior when accessing SIS links.  The filter keeps the data that backs SIS links in files in a special directory called the SIS Common Store.  SIS links may be created in two ways: A user may explicitly request a SIS copy of a file by issuing the SIS_COPYFILE file system control, or SIS may detect that two files have identical contents and merge them.  The user level component of SIS, which detects duplicate files, is called the groveler.

The rest of this section describes how SIS is designed and constructed.  The first two subsections provide necessary background about unusual Windows NT and NTFS facilities used in the implementation.  Section 3.3 describes the SIS filter in detail, and section 3.4 covers the groveler.

3.1 The Windows NT Driver Model

The privileged mode portion of Windows NT consists of a base kernel containing services such as scheduling, virtual memory support, synchronization primitives, etc.; and a set of loadable drivers [Soloman 98][Baker 97].  Windows NT drivers may have more broad functionality than device drivers in traditional systems.  They implement filesystems, network protocol stacks, RAID/Mirroring disk functionality, instrumentation, off-line file migration, and other similar functions as well as simply operating normal devices [Fisher 98].  Groups of these drivers are called stacks, although that term can be somewhat misleading, because the organization is not necessarily linear (imagine a RAID driver that talks to more than  one disk driver).  A driver that is inserted in a stack that’s not absolutely necessary for the operation of the stack is called a filter driver (or sometimes just a filter).

To first approximation, NT driver stacks work by passing around I/O Request Packets (IRPs), which are requests to do a specific operation, such as read, write, open or close.  For instance, a filesystem driver might receive a read IRP specifying that a range of a file should be read into a certain virtual address in a process.  The filesystem would use its metadata to find the region(s) on disk holding the data for the given part of the file, modify the IRP to tell the disk driver what action to take, and then send the IRP down the stack to the disk driver, which would perform the actual I/O.  When a driver marks an IRP as completed, any drivers above it on the stack have the opportunity to inspect the IRP, see if it completed successfully, and take action including aborting the IRP completion or changing the completion status.

Because of the driver model, it is possible to develop filters with complex functionality independently of the other components with which they interact.   The SIS filter was developed without any changes in NTFS, the NT I/O Manager, Cache Manager or any other standard NT components.

3.2 Sparse Files and Reparse Points in NTFS

The version 5 of the Windows NT File System (NTFS) provides some new functionality that is used in the implementation of SIS.  First is its support for sparse files, and second its reparse point facility.  This section briefly describes these features.

A sparse file is a file that does not have physical disk space allocated for the entire file.  A file may be marked as sparse and extended without reserving disk space to handle the extension.  An existing sparse file may have regions within the file deleted by a special IO control call.  Deleted regions have their disk allocation removed, subject to granularity restrictions.  A user can issue a different IO control that returns a description of the allocated and unallocated regions of a file.  A read to an unallocated region of a sparse file returns zeroes, and a write causes disk space to be allocated.  Unless a user specifically looks at a file to determine if it is sparse, it appears to be a normal file, possibly with a lot of the file being filled with zeroes.

A reparse point is a generalization of a symbolic link.  A reparse point is placed on a file by calling an IO control function.  The reparse point consists of two parts: the reparse tag and the reparse data.  The reparse tag is a 32 bit number that specifies the type of reparse point, and the reparse data is a variable size area that is not interpreted by the filesystem, but rather is used by the component implementing the reparse point.  Typically, each type of reparse point has a corresponding filter driver above NTFS to implement its behavior.  There is a single such tag used by SIS.

When NTFS receives an open request, if the file being opened has a reparse point on it, instead of doing a normal file open, it fails the request with a special status, STATUS_REPARSE, and returns the reparse tag and data along with the completed IRP.  Filters that use reparse points look for this special completion status, and then check to see if the reparse tag is known to the filter.  If not, the filter passes the completion up the driver stack.  If the filter implements the tag, the filter can take some action to implement whatever behavior is appropriate for an open of a reparse point, based on the reparse data.  If the STATUS_REPARSE is passed all the way to the top of the driver stack, it is converted into an appropriate error and the open request completes to the user as a failure.

There is an option flag bit for opens, FILE_OPEN_REPARSE_POINT, that specifies that reparse behavior should be suppressed.  Unlike Unix symbolic links, a file with a reparse point on it is still an otherwise normal file.  Specifying the flag tells NTFS that the file under the reparse point should be opened rather than returning a STATUS_REPARSE and letting the filters take action.

Imagine implementing symbolic links using a filter driver and reparse points.  The filter would have a reparse tag type allocated specifically for itself.  The contents of the reparse data for a symbolic link would be the pathname component to be substituted for the file in question.  When the filter driver saw an open IRP complete with STATUS_REPARSE and the appropriate tag, it would halt the completion process, modify the open request to have the pathname component from the reparse buffer replace the file name in the original open request, and send the request back to the filesystem for further processing.  If an application wanted to create a symbolic link, it could simply place the appropriate reparse point on the file in question.  To delete a symbolic link, it would open the link using FILE_OPEN_REPARSE_POINT and then delete it in the normal way.

3.3 The SIS Filter

The kernel portion of SIS is a filter driver that sits above NTFS.  It handles all normal file operations that happen on SIS links, such as read, write, open, close and delete.  It also implements a pair of special file system controls for creating new SIS links: SIS_COPYFILE, and SIS_MERGE_FILES.  COPYFILE makes a SIS copy of a file, possibly turning the source file into a SIS link in the process.  MERGE_FILES is used by the groveler to tell the filter to merge two files together.

A SIS link is implemented as a sparse file of the appropriate size with (usually) no regions allocated.  Because there are no regions allocated, the file uses only as much space as is needed for its directory entry.  The link has a reparse point with a SIS tag. The contents of the data portion of a SIS reparse point are a bit string identifying common store file that backs the contents of the link, a unique identifier for the link, a signature of the contents of the common store file backing the link, and some internal bookkeeping information.  The function of the signature is described below.

Creation of a SIS link is fairly straightforward.  A user issues a COPYFILE request.  If the source file is not already a SIS link, its contents are copied to a newly allocated file in the common store, and the source file is converted into a link to that common store file.  The destination file is then created as a link to the (either pre-existing or newly created) common store file.  SIS keeps some out of band information (called backpointers) associated with the common store file that contains the set of links that point to the common store file.  A COPYFILE request adds such a backpointer for the destination, and also for the source if appropriate.

The reason that SIS copies the contents of a non-SIS file into the common store rather than renaming the file is that it is possible to open NTFS files by file ID, which is a number associated with the file akin to a Unix i-number.  When a file is renamed, its file ID stays the same.  Therefore, if SIS renamed the source file into the common store, users of the file ID would attempt to open the common store file rather than the link file.  By doing a real copy, the SIS filter avoids the problem, and it still does only a little more work than a traditional file copy.

When a user opens a SIS link, the filter intercepts the STATUS_REPARSE completion, and resubmits the open request with the FILE_OPEN_REPARSE_POINT flag set, resulting in the user’s handle pointing at the link file (rather than at the common store file).  SIS also opens the common store file (if it has not already done so) and attaches some context to the user’s handle indicating that this is a handle to a SIS link.

When a user writes to a SIS file, the write happens into the link file, and SIS records that the affected portion of the link file is dirty.  Writing to a clean portion of a link file looks to NTFS like a write into an unallocated region of a sparse file, which results in the allocation of disk space.  As a result, writing into the middle of an apparently normal file can result in a disk full failure.  While this is a somewhat unusual semantic, it is not unprecedented (consider compressed files), and it is unavoidable for any copy-on-write technology that overcommits its backing store.

Reads to a dirty portion of a SIS file are directed to the link file.  Reads to a clean portion of a SIS file are sent to the common store file.  Reads that span dirty and clean portions of files are split into pieces, which are satisfied independently.

After all users close a SIS file that has had writes to it, the filter fills in the remaining clean regions with the data from the common store file.  If disk space should be exhausted during this process, the filter simply leaves the remainder of the file unfilled, and leaves the reparse point intact.  A subsequent open of this file results in the allocated regions of the file being marked dirty.  We could have chosen to forego filling the clean regions of a file, and instead left the link backed in part by the common store file.  If we had done so, we could have wound up in the odd situation of having SIS increase the amount of disk space used in the system, by having files that are almost completely dirty backed by large and mostly unused common store files.  To avoid this situation, we do the copy-on-close when possible.  Furthermore, we expect updates to SIS files to be relatively rare, and writes over only part of a SIS file to be more rare still, so this implementation choice is relatively unimportant.

When a SIS link is eliminated, either by deletion of the link or because of a copy-on-write, the corresponding backpointer in the common store file is removed.  When all of the backpointers for a common store file are removed, the common store file is also removed.

In certain circumstances, it is impossible for the SIS filter to prevent a user from writing an arbitrary reparse point.  In theory, the user could write a SIS reparse point, which the filter would then use to read data for the user from the common store.  This would be a violation of security, since the user did not have to prove access permission for the common store file before writing the reparse point.  In order to address this problem, SIS includes a signature of the common store file in the reparse data.  The signature is a hash of the entire contents of the common store file; it is easy to compute given the data in the file, but impossible to compute without the contents of the file.  Each link file contains a copy of this signature in its reparse point.  The filter will refuse to open a link file that contains an invalid signature.  A reparse point that contains an appropriate signature proves that the user already knows the contents of the common store file (or has seen another reparse point that refers to the same contents, and so could have known the contents of the file).  Because all that a user gets by creating SIS link is the ability to read the common store file contents, there is no security breach.  

Oddly, there is no need to use a secure hash for common store signatures.  Secure hashes have the property that it is difficult to construct content that produces a given hash value.  Here, an attacker does not have the opportunity to construct the content, but rather needs to guess the signature without knowing the data.  For this purpose, any good hash will do.  The hash actually used in the SIS filter is the 131-hash, which is described in Section 3.4.

When a user reads from a clean section of a SIS link, in most cases the data backing the read is cached per common store file rather than per link.  Thus, if a number of users access different links backed by the same common store file, the system cache will contain at most one copy of the common store data.  If the number of different links simultaneously being accessed is large, this can result in a great reduction in cache usage, and a corresponding improvement in system performance.  The exception to this case is when a user maps a SIS link file.  Windows NT shares physical memory between the system cache manager and users’ mappings of files.  There is no way to change this association at the time that a user first makes a write to a mapped page.  As a result, if data for different mapped links were cached together, users of one link would see changes made to a different link.  SIS forces SIS links that have mappings to them to be cached separately from other link files.  Because of the way the NT cache model works (the details of which are beyond the scope of this paper) [Fisher 98], it is possible to handle this correctly even in the case where a user has opened a file and done normal reads into that file before a second user maps the file.

The SIS filter includes a facility called volume check for repairing inconsistencies in metadata, similar to the Unix fsck and Windows chkdsk programs.  Unlike these programs, however, SIS is able to do its repairs while the system is running, without having to disrupt service in any major way.  One limitation during a volume check is that if a user deletes what appears to be the last reference to a common store file the filter will not delete the common store file until the volume check completes, because it does not trust its backpointer sets during a volume check.  The volume check process will repair the backpointer sets for all common store files, and will delete any orphaned common store files.  NTFS provides a method for efficiently finding all SIS links on a volume, so the time to complete a volume check is proportional to the number of SIS links on the volume, not to the size or total number of files on the volume.

SIS provides a special interface to backup/restore applications that allows them to behave appropriately when faced with backing up and restoring SIS links.  The goal is to have exactly one copy of the SIS file content on the backup tape for each set of SIS links backed up.  SIS provides a dynamically linked library (DLL) that the backup/restore application calls.  The DLL tells backup when it needs to back up common store files.  On restore, the DLL looks to see if the appropriate common store file already exists or if it’s already reported that file to restore.  If not, then it reports the common store file corresponding to the link being restored.  Because common store files have universally unique file names, and their content never changes once the file is created, if the common store file still exists on the volume there is no need to restore over it.

3.4 The Groveler

The groveler is a user level process that finds duplicate files in the file system, and reports these files to the SIS filter for merging.  The essence of its task is to efficiently find the sets of matching files on a volume, and to keep the sets up to date as the volume changes.  It maintains a database of signatures of files on the volume, and uses NTFS 5.0’s update journal feature to track files that have changed and to update their database entries.

The groveler database contains two structures: a work queue, and a mapping of signatures to files.  The work queue contains work items of two types.  The first is to compute the signature of a file, and the second is to compare a file to any others with matching signatures.  The groveler has a thread that runs periodically, reads entries from NTFS’s update journal and if appropriate makes entries on the groveler’s work queue.  If the groveler misses entries in the USN journal (the journal entries wrap), it detects this fact and re-scans the entire database.

A second thread drains items from the work queue, either computing a signature or comparing a pair of files for each item.  It then updates the database, possibly instructs the filter to merge two files, and removes the item from the queue.

The groveler uses a 128 bit file signature.  The first 64 bits of the signature are the size of the file.  It is inexpensive to obtain the file size, and files with differing size obviously cannot be identical.  The remaining 64 bits are computed by running a hash function on a fixed portion of the file’s contents.  We hash two 64 kilobyte chunks of file contents from the middle of the file (unless the file is less than 128 kilobytes in size, in which case we hash the entire file).  By hashing only a part of the file, we will have cases where files differ in the portions not considered by the hash function, but still have the same signature.  However, in practice files that differ in contents most often differ in size, are small, or are different in most of the file.  The particular signature computation that we use is called the 131-hash.  For each word considered, it multiplies its running 64-bit total by 131 and adds in the next word of the file.  The value 131 is a good choice because it has the maximum cycle mod 2k for 8 ≤ k ≤ 64 [Gonnet 91].

The groveler uses non-cached reads when computing signatures and comparing files.  It does this in part because it has a very low rate of reuse of file contents, and in part to prevent itself from taking up file buffer cache space that could better be used for other applications.

The groveler is set up to run as a low priority background task (unless disk space is tight).  The groveler is not particularly CPU intensive; most of the work it does is disk I/O.  We expect that it will be common to run it on fileservers, where most applications are not CPU bound.  As a result, simply running it at low scheduling priority does not prevent it from interfering with other, more important tasks.  The groveler uses a scheme where it tracks its own rate of progress, and slows down its run rate when its progress slows.  The premise is that if the groveler is running more slowly, it must be contending with some other, higher priority process for some resource.  A companion paper [Douceur 99] discusses this technique in detail.

4. Performance Results

SIS’s primary performance measure is reducing disk and system buffer cache usage.  Secondary goals include providing fast file copies for large files, not significantly impacting copy speed of small files, being efficient in finding duplicate files to merge, and not having the groveler impact system performance unless disk space is tight.  In this section, we address all of these metrics save the last one, which is considered in detail in [Douceur 99].

All performance results reported in this section were obtained by running tests on an unloaded machine that was disconnected from the network.  The machine used is a Gateway 2000 G6-200 Pentium Pro 200 MHz machine, with 128MB of memory.  The disk that held the SIS filesystem for the tests was a Seagate 2Gbyte Barracuda ST32550N.  It is running an internal pre-release version of Windows NT 5.0 Beta 2.  The filesystem on the disk was newly formatted and mostly empty.

A simple measurement of the reduction in disk space in is straightforward.  We just measure the space used by SIS links, observe that it does not depend on the size of the underlying file and report the amount of space taken per SIS link.  A more realistic technique would be to set up a system running SIS and to let it age under a real user workload for a period of time, and then to measure the savings in disk space by inspecting the resulting filesystem.  Unfortunately, while SIS is ready for such a test, the other components that would allow multiple machines to operate from a single server are incomplete at this time, so we are reduced to the simple test.  

The following graph shows the average non-data disk space used by a SIS link and by a normal file as a function of the size of the file.  Here, we are attempting to measure the total space used other than the space used for storing the file contents, including various NTFS and SIS metadata and space wasted due to fragmentation.  Therefore, our methodology was to observe the total disk free space, make a certain number of copies of a file of the appropriate size, measure the free disk space again, take the difference and divide by the number of copies made.  We made 10,000 copies of the file for all of the SIS tests, and for all of the normal file tests where the total copied file space would not exceed 1 billion bytes; we reduced the number of normal copies appropriately to keep from exceeding that limit.  The reason that we did not just make a single copy and observe the difference in available disk space is that NTFS tends to allocate space for resident attributes (basically directory entries, reparse points and file data for very small files) in big chunks at the per-directory level, so it is possible to create a new file and see no drop in the amount of disk space used.  By making a large number of copies, we were able to reduce the error introduced by this allocation granularity.  The fact that we couldn’t make a large number of copies for the normal copy, large file cases is probably why their error bars are so big.  In fact, the 108 byte normal copy test (where we made only 10 copies per run) was so noisy that the 90% confidence error was so big that the datum was meaningless. 
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It is important to remember that all of the file space used by SIS is “overhead” while in the NTFS case the file data is also stored, so for the large file case the total SIS disk usage is tiny compared with the NTFS usage.  The data show that SIS files use about 300 bytes, regardless of the size of the file to which the link points.  For small, non-SIS files there is a somewhat smaller overhead, about 200 bytes, and for files this small the additional cost of storing the file data is smaller than the difference in overhead, so it uses more space to store these files as SIS links, regardless of how many links point to a single common store file.  This is because for non-SIS files there is no need to store the reparse point attribute or the backpointers in the common store file.  Because the filesystem on which these files were stored was newly formatted and almost empty, NTFS was able to allocate the large files in a small number of extents on the disk, thus it needed only a very small amount of metadata even for enormous files.

The next graph shows the time to make copies when running the same test.  When SIS copies a file that is not already a SIS link, it needs to make a copy of the actual file data into the common store.  For this reason, before running the SIS copy tests we first copied the source file to make it into a SIS file.  The graph does not show the points for the copy time for normal copies of files of size 107 and 108 bytes because they are off scale; however, they are 3.2s and 74s respectively.  We computed 99% confidence intervals, and they are ±110μs or smaller for the SIS copies and within about 4% of the mean for the normal copy tests.  As you would expect, this graph shows that normal copy time grows linearly with the size of the file being copied after a constant overhead of about 5ms (the curve looks exponential on the graph because the x-axis is exponential and the y-axis is linear), and that the SIS copies do not grow with the size of the file.  One interesting fact is that SIS copies of small files take significantly longer (about 22ms) than SIS copies of large files (about 8ms).  We have not fully investigated the reason for this, but we believe that it is related to the cost of adding a reparse point to a file that is otherwise small enough to be “resident” (ie., one in which NTFS would normally store the file data in the directory entry).
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5. Related Work

There are a number of different uses of copy-on-write in computer systems.  They generally share the same characteristics: A traditional copy would be expensive in time or space (or both), the semantics presented to the user are those of a copy, rather than a link, and the expectation of the system designer is that the copy-on-write will rarely happen.  Typically, the cost of the initial “copy” followed by the copy-on-write is higher than just eagerly evaluating the copy, but this is made up for by the common case in which the copy-on-write never happens.

Copy-on-write has been used in virtual memory systems as least as far back as Accent [Rashid 81] and Mach [Accetta 86][Young 87].  These systems allowed processes (including filesystems) to send messages to one another with copy semantics, but used the virtual memory system to map the same memory into both processes’ address spaces.  If a process subsequently wrote into the memory, the system took a protection fault, made a copy of the page in question, and mapped the newly copied page into the faulting process’s address space read/write.

The database system underlying the Microsoft Exchange Server [Todd 96] (a multi-user mail server) uses copy-on-write techniques for mail messages that are sent to multiple recipients, and even calls the technique “Single Instance Store.”  This mail system allows recipients to modify mail messages after they’re received.  However, this is a fairly rare thing for a user to do, so the final copy is rarely executed.

Apollo systems used access control lists (ACLs) that described the lists of users who had access to particular files.  These ACLs were immutable.  The salacl command looked through the sets of ACLs existing in the system, and combined those that matched, essentially implementing a single instance store for ACLs. [Leach 98]

6. Conclusion

If the filesystems from multiple personal computers are taken together, a large fraction of the files are duplicates of one another.  Removing these duplicates can substantially reduce the amount of disk space required to hold these filesystems.  The Single Instance Store is an implementation of a copy-on-write technique that allows combining of files while still preserving the semantics of private files.

We found that SIS has low overhead, both in space and in copy time.  SIS links use less space than normal files for files  larger than about 100 bytes, and SIS copies (of files that are already SIS links) are faster for files of about 10,000 bytes and larger, provided that the source is already a SIS link.  Our filesystem measurements show that nearly all of the space involved in duplicate files is in files larger than a few kilobytes, so the space overhead of SIS would be negligible in practice.  The implementation of SIS is small, self-contained and transparent to users of the filesystem.
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																																1		79.324		79.975		80.836		80.866		78.713		79.495		81.347		81.697		83.17		80.576

		1		225.434		223.14		222.31		223.401		222.51		224.433		224.934		224.653		223.561		226.165										10		81.427		82.849		82.619		81.758		81.588		80.275		81.667		82.539		80.256		79.564

		10		223.271		223.441		223.211		223.862		223.772		223.041		226.045		225.664		223.882		224.823										100		80.966		82.389		82.409		82.048		81.938		82.509		82.569		82.839		83.25		83.029
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results

		81 total page files, total bytes 8220659712

		178165 total directories

		Distribution of files by size.						File Count		Byte Count		Cum. Files		Cum. Bytes

		0		39309		0		2%		0%		2%		0%

		1		1075		1075		0%		0%		2%		0%

		2		823		1646		0%		0%		2%		0%

		4		2774		8814		0%		0%		2%		0%

		8		1396		9584		0%		0%		2%		0%

		16		3375		43348		0%		0%		2%		0%

		32		16058		392210		1%		0%		2%		0%

		64		46957		2286820		2%		0%		4%		0%

		128		101887		10287146		4%		0%		8%		0%

		256		118389		22102805		5%		0%		13%		0%

		512		163858		61785374		6%		0%		19%		0%

		1K		233544		175286946		9%		0%		28%		0%

		2K		264442		385794678		10%		0%		38%		0%

		4K		276443		819366552		11%		0%		49%		1%

		8K		278247		1640703433		11%		1%		59%		2%

		16K		275036		3246440348		11%		2%		70%		4%

		32K		265397		6241501381		10%		4%		80%		7%

		64K		215108		9994730689		8%		6%		88%		13%

		128K		133964		12286071733		5%		7%		93%		20%

		256K		83368		15326720037		3%		9%		96%		29%

		512K		46784		16969367171		2%		10%		98%		39%

		1M		27973		21037791942		1%		12%		99%		51%

		2M		13049		18818158187		1%		11%		100%		62%

		4M		5780		16871269327		0%		10%		100%		72%

		8M		2458		14240039145		0%		8%		100%		80%

		16M		773		8632916206		0%		5%		100%		85%

		32M		185		4276362635		0%		2%		100%		87%

		64M		113		5374134651		0%		3%		100%		91%

		128M		82		7462467071		0%		4%		100%		95%

		256M		19		3461888094		0%		2%		100%		97%

		512M		4		1365178983		0%		1%		100%		98%

		1G		1		930673767		0%		1%		100%		98%

		2G		2		3190738944		0%		2%		100%		100%

		total		2618673		172844520742

		Distribution of directories by size

		0		29441		0		0.1652		0		0.1652		0

		1		312		312		0.0018		0		0.167		0

		2		2		4		0		0		0.167		0

		4		20		74		0.0001		0		0.1671		0

		8		21		140		0.0001		0		0.1672		0

		16		77		980		0.0004		0		0.1677		0

		32		554		14547		0.0031		0		0.1708		0

		64		1292		56427		0.0073		0		0.178		0

		128		10132		1145653		0.0569		0		0.2349		0

		256		5401		975638		0.0303		0		0.2652		0

		512		8056		2938166		0.0452		0		0.3104		0

		1K		7490		5761035		0.042		0		0.3525		0.0001

		2K		9808		14046047		0.0551		0.0001		0.4075		0.0001

		4K		7906		23308953		0.0444		0.0001		0.4519		0.0003

		8K		8426		50064507		0.0473		0.0003		0.4992		0.0006

		16K		9738		116992059		0.0547		0.0007		0.5538		0.0012

		32K		11624		274211692		0.0652		0.0016		0.6191		0.0028

		64K		12085		569199747		0.0678		0.0033		0.6869		0.0061

		128K		11832		1123460644		0.0664		0.0065		0.7533		0.0126

		256K		10168		1921098540		0.0571		0.0111		0.8104		0.0237

		512K		9290		3522574898		0.0521		0.0204		0.8625		0.0441

		1M		7775		5909033278		0.0436		0.0342		0.9062		0.0783

		2M		5919		8645180948		0.0332		0.05		0.9394		0.1283

		4M		4526		13309162614		0.0254		0.077		0.9648		0.2053

		8M		2766		16494088015		0.0155		0.0954		0.9803		0.3008

		16M		1812		21068021267		0.0102		0.1219		0.9905		0.4226

		32M		882		20354660925		0.005		0.1178		0.9955		0.5404

		64M		377		17677621360		0.0021		0.1023		0.9976		0.6427

		128M		333		31529892423		0.0019		0.1824		0.9994		0.8251

		256M		66		11553051463		0.0004		0.0668		0.9998		0.8919

		512M		22		7585902263		0.0001		0.0439		0.9999		0.9358

		1G		9		6423107601		0.0001		0.0372		1		0.973

		2G		2		2448064554		0		0.0142		1		0.9872

		4G		1		2220883968		0		0.0128		1		1

		total		178165		172844520742

		Distribution of directories by file count

		0		16165		0		0.0907		0		0.0907		0

		1		25315		25315		0.1421		0.0091		0.2328		0.0091

		2		25416		50832		0.1427		0.0182		0.3755		0.0272

		4		29940		102891		0.168		0.0368		0.5435		0.064

		8		29481		182397		0.1655		0.0652		0.709		0.1292

		16		22118		261604		0.1241		0.0935		0.8331		0.2228

		32		14868		342169		0.0835		0.1223		0.9166		0.3451

		64		8040		362689		0.0451		0.1297		0.9617		0.4748

		128		4124		360951		0.0231		0.1291		0.9849		0.6039

		256		1309		235021		0.0073		0.084		0.9922		0.6879

		512		904		313990		0.0051		0.1123		0.9973		0.8002

		1K		305		217758		0.0017		0.0779		0.999		0.878

		2K		133		167217		0.0007		0.0598		0.9997		0.9378

		4K		39		104311		0.0002		0.0373		1		0.9751

		8K		6		32062		0		0.0115		1		0.9866

		16K		0		0		0		0		1		0.9866

		32K		2		37466		0		0.0134		1		1

		total		178165		2796673

		Distribution of files/bytes by directory depth

		0		6889		5328002204		0.0025		0.0308		0.0025		0.0308

		1		140407		22425704534		0.0502		0.1297		0.0527		0.1606

		2		551146		51509399486		0.1971		0.298		0.2497		0.4586

		3		542194		30860912185		0.1939		0.1785		0.4436		0.6371

		4		429776		21575932893		0.1537		0.1248		0.5973		0.762

		5		392213		19515114320		0.1402		0.1129		0.7375		0.8749

		6		297040		9072564616		0.1062		0.0525		0.8437		0.9274

		7		221470		8027281177		0.0792		0.0464		0.9229		0.9738

		8		92544		2342817767		0.0331		0.0136		0.956		0.9873

		9		58259		1514997940		0.0208		0.0088		0.9769		0.9961

		10		53883		514653747		0.0193		0.003		0.9961		0.9991

		11		8608		134054371		0.0031		0.0008		0.9992		0.9999

		12		1887		18804872		0.0007		0.0001		0.9999		1

		13		333		3433497		0.0001		0		1		1

		14		24		847133		0		0		1		1

		total		2796673		172844520742

		Distribution of files/bytes by age in seconds

		15s		780		502757392		0.0003		0.0029		0.0003		0.0029

		30s		48		402071178		0		0.0023		0.0003		0.0052

		1m		113		28422878		0		0.0002		0.0004		0.0054

		2m		137		381877715		0.0001		0.0022		0.0004		0.0076

		4m		141		863166129		0.0001		0.005		0.0005		0.0126

		8m		218		344113392		0.0001		0.002		0.0005		0.0146

		15m		250		230956097		0.0001		0.0013		0.0006		0.0159

		30m		910		288827211		0.0003		0.0017		0.001		0.0176

		1h		9128		462156978		0.0035		0.0027		0.0045		0.0203

		2h		21414		1007893735		0.0082		0.0058		0.0127		0.0261

		4h		21213		3489515755		0.0081		0.0202		0.0208		0.0463

		8h		67881		1904422257		0.0259		0.011		0.0467		0.0573

		16h		24243		2743489309		0.0093		0.0159		0.0559		0.0732

		1d		62268		4526613232		0.0238		0.0262		0.0797		0.0994

		2d		151502		5756531665		0.0579		0.0333		0.1376		0.1327

		4d		32955		5363848046		0.0126		0.031		0.1502		0.1637

		8d		63569		4510506468		0.0243		0.0261		0.1744		0.1898

		16d		197727		9648096935		0.0755		0.0558		0.2499		0.2456

		32d		206677		15861678202		0.0789		0.0918		0.3289		0.3374

		64d		322867		29846691700		0.1233		0.1727		0.4522		0.5101

		128d		389618		26002093250		0.1488		0.1504		0.6009		0.6605

		256d		433388		30592667360		0.1655		0.177		0.7664		0.8375

		1y		245207		12354239011		0.0936		0.0715		0.8601		0.909

		2y		292260		12910606034		0.1116		0.0747		0.9717		0.9837

		4y		61516		2589779223		0.0235		0.015		0.9952		0.9987

		8y		11561		180205280		0.0044		0.001		0.9996		0.9997

		16y		620		8704280		0.0002		0.0001		0.9998		0.9998

		32y		462		42590030		0.0002		0.0002		1		1

		total		2618673		172844520742

		Distribution of files/bytes by age of newest file in containing directory

		15s		13650		1729718706		0.0049		0.01		0.0049		0.01

		30s		2780		1177628094		0.001		0.0068		0.0059		0.0168

		1m		4409		565311415		0.0016		0.0033		0.0075		0.0201

		2m		4545		1138726851		0.0016		0.0066		0.0092		0.0267

		4m		10055		1742699554		0.0036		0.0101		0.0128		0.0368

		8m		10207		1167608532		0.0037		0.0068		0.0165		0.0435

		15m		8924		1108767004		0.0032		0.0064		0.0198		0.0499

		30m		20434		1609424339		0.0074		0.0093		0.0272		0.0592

		1h		32630		4155674741		0.0118		0.024		0.039		0.0833

		2h		61294		5869404196		0.0222		0.034		0.0612		0.1172

		4h		51305		3038249476		0.0186		0.0176		0.0797		0.1348

		8h		120063		4521792541		0.0435		0.0262		0.1232		0.161

		16h		46073		4049030689		0.0167		0.0234		0.1399		0.1844

		1d		88544		6095953359		0.0321		0.0353		0.1719		0.2197

		2d		180493		6834031921		0.0653		0.0395		0.2373		0.2592

		4d		56579		6134424271		0.0205		0.0355		0.2578		0.2947

		8d		99628		7883349290		0.0361		0.0456		0.2938		0.3403

		16d		213838		11514688177		0.0774		0.0666		0.3712		0.4069

		32d		213525		17343973725		0.0773		0.1003		0.4485		0.5073

		64d		315595		26297146719		0.1143		0.1521		0.5628		0.6594

		128d		430943		23280328130		0.156		0.1347		0.7188		0.7941

		256d		335220		19265636019		0.1214		0.1115		0.8402		0.9056

		1y		216698		8531677872		0.0785		0.0494		0.9186		0.9549

		2y		178787		6407140443		0.0647		0.0371		0.9833		0.992

		4y		37122		1280000545		0.0134		0.0074		0.9968		0.9994

		8y		8329		70911541		0.003		0.0004		0.9998		0.9998

		16y		118		2006357		0		0		0.9998		0.9998

		32y		428		29216235		0.0002		0.0002		1		1

		total		2762216		172844520742

		mean file size 66004 sigma^2 3429118075742

		sizeSquared.high = 0, sizeSquared.low = 401212649047627208

		sizeSquaredd = 1, sigmad^2 = -1, sigmad = -1

		totalBytes 172844520742

		Wasted space if in 8K cluster size FAT: 14338640602 (5475 bytes / file, 7% of filespace)

		Wasted space if in 16K cluster size FAT: 30733773530 (11736 bytes / file) (11736 bytes / file, 15% of filespace)

		Wasted space if in 32K cluster size FAT: 65775692506 (25117 bytes / file) (25117 bytes / file, 27% of filespace)

		Wasted space if in 64K cluster size FAT: 140426078938 (53624 bytes / file) (53624 bytes / file, 44% of filespace)

		Breakdown by filesystem type

		FAT		106		149170944000		41233352704		82688800332

		NTFS		61		152085747712		56519265792		88337943345

		FFS		0		0		0		0

		FAT32		1		2142535680		267943936		1817777065

		Unknown		0		0		0		0

		MachineName		Count

		A-WILLM		1

		A260187		2

		AAMERH		1

		ANDIWU1C		1

		BARC_GBELLNT		1

		BDUBA		2

		BOLOSKY		2

		BOLOSKY3		3

		BREESE		2

		BRIANGU1		2

		BRUCEKU		4

		BZILL		3

		DTHIEL-NT		1

		DULCINEA		2

		DWEISE		1

		EGNOR		1

		FIDDLER		2

		GIDEONY5		2

		GILADOH		2

		GRAY_PORTABLE		2

		GREGKU		2

		GREGSH		3

		HECKERMA2		2

		HHOPPE		2

		HISAMI1		1

		HOIV0		4

		IPBUILD		1

		JALAM		1

		JANDR		2

		JANDR486		2

		JEDL		3

		JGEMMELL1		2

		JMILLER2		1

		JOHNDO1		2

		JOHNLEF		1

		JOHNSNY1		1

		KENMH1		1

		KEVINKOR		1

		LOMETD		2

		LUCYV1		1

		MAARTENV1		1

		MARKV2		4

		MBJ		1

		MBJ-DEV		3

		MBJ-HOME		1

		MBJ-TEST		2

		MILINDM2		4

		MSRWEB		3

		NATURALE		3

		NSTEST		3

		ORTLEY		3

		PALARSON		1

		PAULKW		2

		RICHARDS1		4

		RICHDR		3

		RICHDR2		2

		RUSA1		2

		SCOTTC3		2

		T-SPEECH1		2

		TEDB2		3

		TESTAROSSA		7

		TODDN720		1

		TRINHVO		1

		Unknown		26

		WILLA2		2

		XDH		3

		YORAM90		1

		YOWZA		1

		ZACHD		2

		ZUUL		2

		willa		1

		1056675 files matched (263136 distinct), 834026 didn't (files smaller than 1024 bytes disconsidered).

		76,326,353,641 bytes matched, using 20,015,056,727 common store bytes, and 96,247,469,685 didn't

		251353 files matched locally (161298 distinct), 1639348 didn't (files smaller than 1024 bytes disconsidered).

		14,604,883,937 bytes matched locally, using 10,217,031,849 common store bytes, and 157,968,939,389 didn't

		Most commonly matched file is MSSETUP.DLL, with 288 matches, size 249344

		Most bytes eliminated file is VCBKS40.MVB, with 9 matches, size 89136250
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File Count

Byte Count

Cum. Files

Cum. Bytes

File Size (bytes)

Frequency

File Distrubtion by File Size




_963302177.xls
Chart1

		1		1		27.3085951805		27.3085951805		22.6801243916		22.6801243916

		10		10		29.3151704662		29.3151704662		17.0669263731		17.0669263731

		10^2		10^2		22.6801243916		22.6801243916		5.7491779327		5.7491779327

		10^3		10^3		26.3460430605		26.3460430605		25.1783664404		25.1783664404

		10^4		10^4		27.3085951805		27.3085951805		4.322295591		4.322295591

		10^5		10^5		28.1651047514		28.1651047514		1.5951705759		1.5951705759

		10^6		10^6		278.7017406124		278.7017406124		16.2032495253		16.2032495253

		10^7		10^7		574.9177932738		574.9177932738		30.9602706733		30.9602706733

		10^8		10^8		12935.6503486614		12935.6503486614		16.2032495253		16.2032495253



NTFS Overhead

SIS Space Used

File Size (bytes)

Overhead Size (bytes)

Overhead Space Used (90% confidence error bars)

207.15872

288.52224

195.53728

293.76512

129.13024

306.87232

1269.26592

286.02368

448.15872

311.52128

562.78016

312.87296

1603.8912

324.62848

1072.1279999998

325.26336

324.62848



space

				NTFS Overhead		NTFS 90% Error		SIS Space Used		SIS 90% Confidence

		1		207.15872		27.3085951805		288.52224		22.6801243916

		10		195.53728		29.3151704662		293.76512		17.0669263731

		10^2		129.13024		22.6801243916		306.87232		5.7491779327

		10^3		1269.26592		26.3460430605		286.02368		25.1783664404

		10^4		448.15872		27.3085951805		311.52128		4.322295591

		10^5		562.78016		28.1651047514		312.87296		1.5951705759

		10^6		1603.8912		278.7017406124		324.62848		16.2032495253

		10^7		1072.1279999998		574.9177932738		325.26336		30.9602706733

		10^8		-5662.7200000048		12935.6503486614		324.62848		16.2032495253





space

						27.3085951805		27.3085951805		22.6801243916		22.6801243916

						29.3151704662		29.3151704662		17.0669263731		17.0669263731

						22.6801243916		22.6801243916		5.7491779327		5.7491779327

						26.3460430605		26.3460430605		25.1783664404		25.1783664404

						27.3085951805		27.3085951805		4.322295591		4.322295591

						28.1651047514		28.1651047514		1.5951705759		1.5951705759

						278.7017406124		278.7017406124		16.2032495253		16.2032495253

						574.9177932738		574.9177932738		30.9602706733		30.9602706733

						12935.6503486614		12935.6503486614		16.2032495253		16.2032495253



NTFS Overhead

SIS Space Used

File Size (bytes)

Overhead Size (bytes)

Overhead Space Used (90% confidence error bars)



speed

																																1		79.324		79.975		80.836		80.866		78.713		79.495		81.347		81.697		83.17		80.576

		1		225.434		223.14		222.31		223.401		222.51		224.433		224.934		224.653		223.561		226.165										10		81.427		82.849		82.619		81.758		81.588		80.275		81.667		82.539		80.256		79.564

		10		223.271		223.441		223.211		223.862		223.772		223.041		226.045		225.664		223.882		224.823										100		80.966		82.389		82.409		82.048		81.938		82.509		82.569		82.839		83.25		83.029

		100		222.28		222.651		224.392		223.832		223.452		223.251		224.513		224.853		222.509		223.671										1000		126.221		124.749		123.227		125.421		126.793		118.26		124.61		124.219		124.67		125.291

		1000		222.97		222.17		225.455		222.51		224.323		222.279		224.623		224.934		222.761		223.21										10000		91.301		92.142		94.405		91.752		93.024		92.903		93.454		92.033		91.461		92.803

		10000		74.277		74.427		75.789		74.237		75.007		74.497		74.557		74.367		73.296		74.417										100000		320		322.033		323.155		319.079		320.652		338.717		326.439		335.963		330.274		321.572

		100000		76.29		75.709		76.3		75.729		75.449		76.39		75.058		75.018		74.737		76.089										1000000		282.416		282.035		299.2		299.511		298.689		299.761		282.716		281.725		304.598		299.491

		1000000		76.52		76.26		75.739		74.747		75.218		77.262		75.658		76.18		75.088		76.38										10000000		319.069		324.576		324.597		321.122		317.597		324.907		325.708		323.775		323.335		343.124

		10000000		78.443		76.179		77.091		77.482		76.3		76.28		77.241		76.049		76.47		76.109										100000000		691.925		762.686		764.8		775.075		762.647		741.316		757.94		705.624		770.438		730.891

		100000000		75.609		75.679		74.737		74.016		75.148		76.23		75.919		75.669		75.929		76.22

																																																						Normal Copy		standard deviation		99% confidence

																								SIS copy		standard deviation		99% confidence				1		7.9324		7.9975		8.0836		8.0866		7.8713		7.9495		8.1347		8.1697		8.317		8.0576		8.05999		0.1303582282		0.1356430611

		1		22.5434		22.314		22.231		22.3401		22.251		22.4433		22.4934		22.4653		22.3561		22.6165		22.40541		0.1272263464		0.1036322706				10		8.1427		8.2849		8.2619		8.1758		8.1588		8.0275		8.1667		8.2539		8.0256		7.9564		8.14542		0.1107263373		0.1152152767

		10		22.3271		22.3441		22.3211		22.3862		22.3772		22.3041		22.6045		22.5664		22.3882		22.4823		22.41012		0.1053929768		0.0858478908				100		8.0966		8.2389		8.2409		8.2048		8.1938		8.2509		8.2569		8.2839		8.325		8.3029		8.23946		0.0645059722		0.0671210988

		10^2		22.228		22.2651		22.4392		22.3832		22.3452		22.3251		22.4513		22.4853		22.2509		22.3671		22.35404		0.0883878599		0.0719963661				1000		12.6221		12.4749		12.3227		12.5421		12.6793		11.826		12.461		12.4219		12.467		12.5291		12.43461		0.2361657866		0.2457401474

		10^3		22.297		22.217		22.5455		22.251		22.4323		22.2279		22.4623		22.4934		22.2761		22.321		22.35235		0.1200105481		0.0977546393				10000		9.1301		9.2142		9.4405		9.1752		9.3024		9.2903		9.3454		9.2033		9.1461		9.2803		9.25278		0.0970857902		0.1010217303

		10^4		7.4277		7.4427		7.5789		7.4237		7.5007		7.4497		7.4557		7.4367		7.3296		7.4417		7.44871		0.0625263047		0.0509308261				100000		32		32.2033		32.3155		31.9079		32.0652		33.8717		32.6439		33.5963		33.0274		32.1572		32.57884		0.6951699651		0.7233527436

		10^5		7.629		7.5709		7.63		7.5729		7.5449		7.639		7.5058		7.5018		7.4737		7.6089		7.56769		0.0596169709		0.0485610272				1000000		282.416		282.035		299.2		299.511		298.689		299.761		282.716		281.725		304.598		299.491		293.0142		9.4321683238		9.8145564062

		10^6		7.652		7.626		7.5739		7.4747		7.5218		7.7262		7.5658		7.618		7.5088		7.638		7.59052		0.0761280763		0.0620101546				10000000		3190.69		3245.76		3245.97		3211.22		3175.97		3249.07		3257.08		3237.75		3233.35		3431.24		3247.81		69.7730263067		72.6016838132		3247.81

		10^7		7.8443		7.6179		7.7091		7.7482		7.63		7.628		7.7241		7.6049		7.647		7.6109		7.67644		0.0780846008		0.0636038424				100000000		69192.5		76268.6		76480		77507.5		76264.7		74131.6		75794		70562.4		77043.8		73089.1		74633.42		2847.5237030716		2962.9647226748		74633.42

		10^8		7.5609		7.5679		7.4737		7.4016		7.5148		7.623		7.5919		7.5669		7.5929		7.622		7.55156		0.0698353651		0.0568844242
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results

		81 total page files, total bytes 8220659712

		178165 total directories

		Distribution of files by size.						File Count		Byte Count		Cum. Files		Cum. Bytes

		0		39309		0		2%		0%		2%		0%

		1		1075		1075		0%		0%		2%		0%

		2		823		1646		0%		0%		2%		0%

		4		2774		8814		0%		0%		2%		0%

		8		1396		9584		0%		0%		2%		0%

		16		3375		43348		0%		0%		2%		0%

		32		16058		392210		1%		0%		2%		0%

		64		46957		2286820		2%		0%		4%		0%

		128		101887		10287146		4%		0%		8%		0%

		256		118389		22102805		5%		0%		13%		0%

		512		163858		61785374		6%		0%		19%		0%

		1K		233544		175286946		9%		0%		28%		0%

		2K		264442		385794678		10%		0%		38%		0%

		4K		276443		819366552		11%		0%		49%		1%

		8K		278247		1640703433		11%		1%		59%		2%

		16K		275036		3246440348		11%		2%		70%		4%

		32K		265397		6241501381		10%		4%		80%		7%

		64K		215108		9994730689		8%		6%		88%		13%

		128K		133964		12286071733		5%		7%		93%		20%

		256K		83368		15326720037		3%		9%		96%		29%

		512K		46784		16969367171		2%		10%		98%		39%

		1M		27973		21037791942		1%		12%		99%		51%

		2M		13049		18818158187		1%		11%		100%		62%

		4M		5780		16871269327		0%		10%		100%		72%

		8M		2458		14240039145		0%		8%		100%		80%

		16M		773		8632916206		0%		5%		100%		85%

		32M		185		4276362635		0%		2%		100%		87%

		64M		113		5374134651		0%		3%		100%		91%

		128M		82		7462467071		0%		4%		100%		95%

		256M		19		3461888094		0%		2%		100%		97%

		512M		4		1365178983		0%		1%		100%		98%

		1G		1		930673767		0%		1%		100%		98%

		2G		2		3190738944		0%		2%		100%		100%

		total		2618673		172844520742

		Distribution of directories by size

		0		29441		0		0.1652		0		0.1652		0

		1		312		312		0.0018		0		0.167		0

		2		2		4		0		0		0.167		0

		4		20		74		0.0001		0		0.1671		0

		8		21		140		0.0001		0		0.1672		0

		16		77		980		0.0004		0		0.1677		0

		32		554		14547		0.0031		0		0.1708		0

		64		1292		56427		0.0073		0		0.178		0

		128		10132		1145653		0.0569		0		0.2349		0

		256		5401		975638		0.0303		0		0.2652		0

		512		8056		2938166		0.0452		0		0.3104		0

		1K		7490		5761035		0.042		0		0.3525		0.0001

		2K		9808		14046047		0.0551		0.0001		0.4075		0.0001

		4K		7906		23308953		0.0444		0.0001		0.4519		0.0003

		8K		8426		50064507		0.0473		0.0003		0.4992		0.0006

		16K		9738		116992059		0.0547		0.0007		0.5538		0.0012

		32K		11624		274211692		0.0652		0.0016		0.6191		0.0028

		64K		12085		569199747		0.0678		0.0033		0.6869		0.0061

		128K		11832		1123460644		0.0664		0.0065		0.7533		0.0126

		256K		10168		1921098540		0.0571		0.0111		0.8104		0.0237

		512K		9290		3522574898		0.0521		0.0204		0.8625		0.0441

		1M		7775		5909033278		0.0436		0.0342		0.9062		0.0783

		2M		5919		8645180948		0.0332		0.05		0.9394		0.1283

		4M		4526		13309162614		0.0254		0.077		0.9648		0.2053

		8M		2766		16494088015		0.0155		0.0954		0.9803		0.3008

		16M		1812		21068021267		0.0102		0.1219		0.9905		0.4226

		32M		882		20354660925		0.005		0.1178		0.9955		0.5404

		64M		377		17677621360		0.0021		0.1023		0.9976		0.6427

		128M		333		31529892423		0.0019		0.1824		0.9994		0.8251

		256M		66		11553051463		0.0004		0.0668		0.9998		0.8919

		512M		22		7585902263		0.0001		0.0439		0.9999		0.9358

		1G		9		6423107601		0.0001		0.0372		1		0.973

		2G		2		2448064554		0		0.0142		1		0.9872

		4G		1		2220883968		0		0.0128		1		1

		total		178165		172844520742

		Distribution of directories by file count

		0		16165		0		0.0907		0		0.0907		0

		1		25315		25315		0.1421		0.0091		0.2328		0.0091

		2		25416		50832		0.1427		0.0182		0.3755		0.0272

		4		29940		102891		0.168		0.0368		0.5435		0.064

		8		29481		182397		0.1655		0.0652		0.709		0.1292

		16		22118		261604		0.1241		0.0935		0.8331		0.2228

		32		14868		342169		0.0835		0.1223		0.9166		0.3451

		64		8040		362689		0.0451		0.1297		0.9617		0.4748

		128		4124		360951		0.0231		0.1291		0.9849		0.6039

		256		1309		235021		0.0073		0.084		0.9922		0.6879

		512		904		313990		0.0051		0.1123		0.9973		0.8002

		1K		305		217758		0.0017		0.0779		0.999		0.878

		2K		133		167217		0.0007		0.0598		0.9997		0.9378

		4K		39		104311		0.0002		0.0373		1		0.9751

		8K		6		32062		0		0.0115		1		0.9866

		16K		0		0		0		0		1		0.9866

		32K		2		37466		0		0.0134		1		1

		total		178165		2796673

		Distribution of files/bytes by directory depth

		0		6889		5328002204		0.0025		0.0308		0.0025		0.0308

		1		140407		22425704534		0.0502		0.1297		0.0527		0.1606

		2		551146		51509399486		0.1971		0.298		0.2497		0.4586

		3		542194		30860912185		0.1939		0.1785		0.4436		0.6371

		4		429776		21575932893		0.1537		0.1248		0.5973		0.762

		5		392213		19515114320		0.1402		0.1129		0.7375		0.8749

		6		297040		9072564616		0.1062		0.0525		0.8437		0.9274

		7		221470		8027281177		0.0792		0.0464		0.9229		0.9738

		8		92544		2342817767		0.0331		0.0136		0.956		0.9873

		9		58259		1514997940		0.0208		0.0088		0.9769		0.9961

		10		53883		514653747		0.0193		0.003		0.9961		0.9991

		11		8608		134054371		0.0031		0.0008		0.9992		0.9999

		12		1887		18804872		0.0007		0.0001		0.9999		1

		13		333		3433497		0.0001		0		1		1

		14		24		847133		0		0		1		1

		total		2796673		172844520742

		Distribution of files/bytes by age in seconds

		15s		780		502757392		0.0003		0.0029		0.0003		0.0029

		30s		48		402071178		0		0.0023		0.0003		0.0052

		1m		113		28422878		0		0.0002		0.0004		0.0054

		2m		137		381877715		0.0001		0.0022		0.0004		0.0076

		4m		141		863166129		0.0001		0.005		0.0005		0.0126

		8m		218		344113392		0.0001		0.002		0.0005		0.0146

		15m		250		230956097		0.0001		0.0013		0.0006		0.0159

		30m		910		288827211		0.0003		0.0017		0.001		0.0176

		1h		9128		462156978		0.0035		0.0027		0.0045		0.0203

		2h		21414		1007893735		0.0082		0.0058		0.0127		0.0261

		4h		21213		3489515755		0.0081		0.0202		0.0208		0.0463

		8h		67881		1904422257		0.0259		0.011		0.0467		0.0573

		16h		24243		2743489309		0.0093		0.0159		0.0559		0.0732

		1d		62268		4526613232		0.0238		0.0262		0.0797		0.0994

		2d		151502		5756531665		0.0579		0.0333		0.1376		0.1327

		4d		32955		5363848046		0.0126		0.031		0.1502		0.1637

		8d		63569		4510506468		0.0243		0.0261		0.1744		0.1898

		16d		197727		9648096935		0.0755		0.0558		0.2499		0.2456

		32d		206677		15861678202		0.0789		0.0918		0.3289		0.3374

		64d		322867		29846691700		0.1233		0.1727		0.4522		0.5101

		128d		389618		26002093250		0.1488		0.1504		0.6009		0.6605

		256d		433388		30592667360		0.1655		0.177		0.7664		0.8375

		1y		245207		12354239011		0.0936		0.0715		0.8601		0.909

		2y		292260		12910606034		0.1116		0.0747		0.9717		0.9837

		4y		61516		2589779223		0.0235		0.015		0.9952		0.9987

		8y		11561		180205280		0.0044		0.001		0.9996		0.9997

		16y		620		8704280		0.0002		0.0001		0.9998		0.9998

		32y		462		42590030		0.0002		0.0002		1		1

		total		2618673		172844520742

		Distribution of files/bytes by age of newest file in containing directory

		15s		13650		1729718706		0.0049		0.01		0.0049		0.01

		30s		2780		1177628094		0.001		0.0068		0.0059		0.0168

		1m		4409		565311415		0.0016		0.0033		0.0075		0.0201

		2m		4545		1138726851		0.0016		0.0066		0.0092		0.0267

		4m		10055		1742699554		0.0036		0.0101		0.0128		0.0368

		8m		10207		1167608532		0.0037		0.0068		0.0165		0.0435

		15m		8924		1108767004		0.0032		0.0064		0.0198		0.0499

		30m		20434		1609424339		0.0074		0.0093		0.0272		0.0592

		1h		32630		4155674741		0.0118		0.024		0.039		0.0833

		2h		61294		5869404196		0.0222		0.034		0.0612		0.1172

		4h		51305		3038249476		0.0186		0.0176		0.0797		0.1348

		8h		120063		4521792541		0.0435		0.0262		0.1232		0.161

		16h		46073		4049030689		0.0167		0.0234		0.1399		0.1844

		1d		88544		6095953359		0.0321		0.0353		0.1719		0.2197

		2d		180493		6834031921		0.0653		0.0395		0.2373		0.2592

		4d		56579		6134424271		0.0205		0.0355		0.2578		0.2947

		8d		99628		7883349290		0.0361		0.0456		0.2938		0.3403

		16d		213838		11514688177		0.0774		0.0666		0.3712		0.4069

		32d		213525		17343973725		0.0773		0.1003		0.4485		0.5073

		64d		315595		26297146719		0.1143		0.1521		0.5628		0.6594

		128d		430943		23280328130		0.156		0.1347		0.7188		0.7941

		256d		335220		19265636019		0.1214		0.1115		0.8402		0.9056

		1y		216698		8531677872		0.0785		0.0494		0.9186		0.9549

		2y		178787		6407140443		0.0647		0.0371		0.9833		0.992

		4y		37122		1280000545		0.0134		0.0074		0.9968		0.9994

		8y		8329		70911541		0.003		0.0004		0.9998		0.9998

		16y		118		2006357		0		0		0.9998		0.9998

		32y		428		29216235		0.0002		0.0002		1		1

		total		2762216		172844520742

		mean file size 66004 sigma^2 3429118075742

		sizeSquared.high = 0, sizeSquared.low = 401212649047627208

		sizeSquaredd = 1, sigmad^2 = -1, sigmad = -1

		totalBytes 172844520742

		Wasted space if in 8K cluster size FAT: 14338640602 (5475 bytes / file, 7% of filespace)

		Wasted space if in 16K cluster size FAT: 30733773530 (11736 bytes / file) (11736 bytes / file, 15% of filespace)

		Wasted space if in 32K cluster size FAT: 65775692506 (25117 bytes / file) (25117 bytes / file, 27% of filespace)

		Wasted space if in 64K cluster size FAT: 140426078938 (53624 bytes / file) (53624 bytes / file, 44% of filespace)

		Breakdown by filesystem type

		FAT		106		149170944000		41233352704		82688800332

		NTFS		61		152085747712		56519265792		88337943345

		FFS		0		0		0		0

		FAT32		1		2142535680		267943936		1817777065

		Unknown		0		0		0		0

		MachineName		Count

		A-WILLM		1

		A260187		2

		AAMERH		1

		ANDIWU1C		1

		BARC_GBELLNT		1

		BDUBA		2

		BOLOSKY		2

		BOLOSKY3		3

		BREESE		2

		BRIANGU1		2

		BRUCEKU		4

		BZILL		3

		DTHIEL-NT		1

		DULCINEA		2

		DWEISE		1

		EGNOR		1

		FIDDLER		2

		GIDEONY5		2

		GILADOH		2

		GRAY_PORTABLE		2

		GREGKU		2

		GREGSH		3

		HECKERMA2		2

		HHOPPE		2

		HISAMI1		1

		HOIV0		4

		IPBUILD		1

		JALAM		1

		JANDR		2

		JANDR486		2

		JEDL		3

		JGEMMELL1		2

		JMILLER2		1

		JOHNDO1		2

		JOHNLEF		1

		JOHNSNY1		1

		KENMH1		1

		KEVINKOR		1

		LOMETD		2

		LUCYV1		1

		MAARTENV1		1

		MARKV2		4

		MBJ		1

		MBJ-DEV		3

		MBJ-HOME		1

		MBJ-TEST		2

		MILINDM2		4

		MSRWEB		3

		NATURALE		3

		NSTEST		3

		ORTLEY		3

		PALARSON		1

		PAULKW		2

		RICHARDS1		4

		RICHDR		3

		RICHDR2		2

		RUSA1		2

		SCOTTC3		2

		T-SPEECH1		2

		TEDB2		3

		TESTAROSSA		7

		TODDN720		1

		TRINHVO		1

		Unknown		26

		WILLA2		2

		XDH		3

		YORAM90		1

		YOWZA		1

		ZACHD		2

		ZUUL		2

		willa		1

		1056675 files matched (263136 distinct), 834026 didn't (files smaller than 1024 bytes disconsidered).

		76,326,353,641 bytes matched, using 20,015,056,727 common store bytes, and 96,247,469,685 didn't

		251353 files matched locally (161298 distinct), 1639348 didn't (files smaller than 1024 bytes disconsidered).

		14,604,883,937 bytes matched locally, using 10,217,031,849 common store bytes, and 157,968,939,389 didn't

		Most commonly matched file is MSSETUP.DLL, with 288 matches, size 249344

		Most bytes eliminated file is VCBKS40.MVB, with 9 matches, size 89136250

		Distribution of files by size.						All Files		All Bytes		All Files		All Bytes				SIS Files		SIS Bytes		SIS Files		SIS Bytes				1 SIS Files		1 SIS Bytes		1 FS SIS Files		1 FS SIS Bytes

		0		39309		0		2%		0%		2%		0%				2%		0%		2%		0%				5%		0%		5%		0%

		1		1075		1075		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		5%		0%

		2		823		1646		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		6%		0%

		4		2774		8814		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		6%		0%

		8		1396		9584		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		6%		0%

		16		3375		43348		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		6%		0%

		32		16058		392210		1%		0%		2%		0%				1%		0%		3%		0%				1%		0%		7%		0%

		64		46957		2286820		2%		0%		4%		0%				1%		0%		4%		0%				2%		0%		9%		0%

		128		101887		10287146		4%		0%		8%		0%				4%		0%		8%		0%				7%		0%		16%		0%

		256		118389		22102805		5%		0%		13%		0%				5%		0%		13%		0%				9%		0%		25%		0%

		512		163858		61785374		6%		0%		19%		0%				7%		0%		20%		0%				8%		0%		33%		0%

		1K		233544		175286946		9%		0%		28%		0%				10%		0%		29%		0%				11%		0%		44%		0%

		2K		264442		385794678		10%		0%		38%		0%				10%		0%		40%		1%				10%		0%		54%		1%

		4K		276443		819366552		11%		0%		49%		1%				10%		1%		50%		1%				9%		1%		63%		2%

		8K		278247		1640703433		11%		1%		59%		2%				10%		1%		60%		2%				9%		2%		72%		3%

		16K		275036		3246440348		11%		2%		70%		4%				10%		2%		70%		5%				8%		3%		80%		6%

		32K		265397		6241501381		10%		4%		80%		7%				10%		5%		80%		9%				7%		5%		87%		10%

		64K		215108		9994730689		8%		6%		88%		13%				8%		7%		89%		17%				5%		7%		92%		17%

		128K		133964		12286071733		5%		7%		93%		20%				5%		9%		94%		26%				4%		10%		96%		27%

		256K		83368		15326720037		3%		9%		96%		29%				3%		11%		97%		37%				2%		12%		98%		39%

		512K		46784		16969367171		2%		10%		98%		39%				2%		12%		98%		48%				1%		12%		99%		52%

		1M		27973		21037791942		1%		12%		99%		51%				1%		14%		99%		62%				1%		14%		100%		66%

		2M		13049		18818158187		1%		11%		100%		62%				0%		11%		100%		73%				0%		10%		100%		76%

		4M		5780		16871269327		0%		10%		100%		72%				0%		10%		100%		83%				0%		11%		100%		87%

		8M		2458		14240039145		0%		8%		100%		80%				0%		8%		100%		90%				0%		6%		100%		93%

		16M		773		8632916206		0%		5%		100%		85%				0%		4%		100%		94%				0%		6%		100%		99%

		32M		185		4276362635		0%		2%		100%		87%				0%		1%		100%		95%				0%		1%		100%		100%

		64M		113		5374134651		0%		3%		100%		91%				0%		1%		100%		96%				0%		0%		100%		100%

		128M		82		7462467071		0%		4%		100%		95%				0%		3%		100%		99%				0%		0%		100%		100%

		256M		19		3461888094		0%		2%		100%		97%				0%		1%		100%		100%				0%		0%		100%		100%

		512M		4		1365178983		0%		1%		100%		98%				0%		0%		100%		100%				0%		0%		100%		100%

		1G		1		930673767		0%		1%		100%		98%				0%		0%		100%		100%				0%		0%		100%		100%

		2G		2		3190738944		0%		2%		100%		100%				0%		0%		100%		100%				0%		0%		100%		100%
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space

				NTFS Overhead		NTFS 90% Error		SIS Space Used		SIS 90% Confidence

		1		207.15872		27.3085951805		288.52224		22.6801243916

		10		195.53728		29.3151704662		293.76512		17.0669263731

		10^2		129.13024		22.6801243916		306.87232		5.7491779327

		10^3		1269.26592		26.3460430605				28282.5459642645

		10^4		448.15872		27.3085951805		311.52128		4.322295591

		10^5		562.78016		28.1651047514		312.87296		1.5951705759

		10^6		1603.8912		278.7017406124		324.62848		16.2032495253

		10^7		1072.1279999998		574.9177932738		325.26336		30.9602706733

		10^8		-5662.7200000048		12935.6503486614		324.62848		16.2032495253
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speed

																																1		79.324		79.975		80.836		80.866		78.713		79.495		81.347		81.697		83.17		80.576

		1		225.434		223.14		222.31		223.401		222.51		224.433		224.934		224.653		223.561		226.165										10		81.427		82.849		82.619		81.758		81.588		80.275		81.667		82.539		80.256		79.564

		10		223.271		223.441		223.211		223.862		223.772		223.041		226.045		225.664		223.882		224.823										100		80.966		82.389		82.409		82.048		81.938		82.509		82.569		82.839		83.25		83.029

		100		222.28		222.651		224.392		223.832		223.452		223.251		224.513		224.853		222.509		223.671										1000		126.221		124.749		123.227		125.421		126.793		118.26		124.61		124.219		124.67		125.291

		1000		222.97		222.17		225.455		222.51		224.323		222.279		224.623		224.934		222.761		223.21										10000		91.301		92.142		94.405		91.752		93.024		92.903		93.454		92.033		91.461		92.803

		10000		74.277		74.427		75.789		74.237		75.007		74.497		74.557		74.367		73.296		74.417										100000		320		322.033		323.155		319.079		320.652		338.717		326.439		335.963		330.274		321.572

		100000		76.29		75.709		76.3		75.729		75.449		76.39		75.058		75.018		74.737		76.089										1000000		282.416		282.035		299.2		299.511		298.689		299.761		282.716		281.725		304.598		299.491

		1000000		76.52		76.26		75.739		74.747		75.218		77.262		75.658		76.18		75.088		76.38										10000000		319.069		324.576		324.597		321.122		317.597		324.907		325.708		323.775		323.335		343.124

		10000000		78.443		76.179		77.091		77.482		76.3		76.28		77.241		76.049		76.47		76.109										100000000		691.925		762.686		764.8		775.075		762.647		741.316		757.94		705.624		770.438		730.891

		100000000		75.609		75.679		74.737		74.016		75.148		76.23		75.919		75.669		75.929		76.22

																																																						Normal Copy		standard deviation		99% confidence

																								SIS copy		standard deviation		99% confidence				1		7.9324		7.9975		8.0836		8.0866		7.8713		7.9495		8.1347		8.1697		8.317		8.0576		8.05999		0.1303582282		0.1356430611

		1		22.5434		22.314		22.231		22.3401		22.251		22.4433		22.4934		22.4653		22.3561		22.6165		22.40541		0.1272263464		0.1036322706				10		8.1427		8.2849		8.2619		8.1758		8.1588		8.0275		8.1667		8.2539		8.0256		7.9564		8.14542		0.1107263373		0.1152152767

		10		22.3271		22.3441		22.3211		22.3862		22.3772		22.3041		22.6045		22.5664		22.3882		22.4823		22.41012		0.1053929768		0.0858478908				100		8.0966		8.2389		8.2409		8.2048		8.1938		8.2509		8.2569		8.2839		8.325		8.3029		8.23946		0.0645059722		0.0671210988

		10^2		22.228		22.2651		22.4392		22.3832		22.3452		22.3251		22.4513		22.4853		22.2509		22.3671		22.35404		0.0883878599		0.0719963661				1000		12.6221		12.4749		12.3227		12.5421		12.6793		11.826		12.461		12.4219		12.467		12.5291		12.43461		0.2361657866		0.2457401474

		10^3		22.297		22.217		22.5455		22.251		22.4323		22.2279		22.4623		22.4934		22.2761		22.321		22.35235		0.1200105481		0.0977546393				10000		9.1301		9.2142		9.4405		9.1752		9.3024		9.2903		9.3454		9.2033		9.1461		9.2803		9.25278		0.0970857902		0.1010217303

		10^4		7.4277		7.4427		7.5789		7.4237		7.5007		7.4497		7.4557		7.4367		7.3296		7.4417		7.44871		0.0625263047		0.0509308261				100000		32		32.2033		32.3155		31.9079		32.0652		33.8717		32.6439		33.5963		33.0274		32.1572		32.57884		0.6951699651		0.7233527436

		10^5		7.629		7.5709		7.63		7.5729		7.5449		7.639		7.5058		7.5018		7.4737		7.6089		7.56769		0.0596169709		0.0485610272				1000000		282.416		282.035		299.2		299.511		298.689		299.761		282.716		281.725		304.598		299.491		293.0142		9.4321683238		9.8145564062

		10^6		7.652		7.626		7.5739		7.4747		7.5218		7.7262		7.5658		7.618		7.5088		7.638		7.59052		0.0761280763		0.0620101546				10000000		3190.69		3245.76		3245.97		3211.22		3175.97		3249.07		3257.08		3237.75		3233.35		3431.24		3247.81		69.7730263067		72.6016838132		3247.81

		10^7		7.8443		7.6179		7.7091		7.7482		7.63		7.628		7.7241		7.6049		7.647		7.6109		7.67644		0.0780846008		0.0636038424				100000000		69192.5		76268.6		76480		77507.5		76264.7		74131.6		75794		70562.4		77043.8		73089.1		74633.42		2847.5237030716		2962.9647226748		74633.42

		10^8		7.5609		7.5679		7.4737		7.4016		7.5148		7.623		7.5919		7.5669		7.5929		7.622		7.55156		0.0698353651		0.0568844242
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results

		81 total page files, total bytes 8220659712

		178165 total directories

		Distribution of files by size.						File Count		Byte Count		Cum. Files		Cum. Bytes

		0		39309		0		2%		0%		2%		0%

		1		1075		1075		0%		0%		2%		0%

		2		823		1646		0%		0%		2%		0%

		4		2774		8814		0%		0%		2%		0%

		8		1396		9584		0%		0%		2%		0%

		16		3375		43348		0%		0%		2%		0%

		32		16058		392210		1%		0%		2%		0%

		64		46957		2286820		2%		0%		4%		0%

		128		101887		10287146		4%		0%		8%		0%

		256		118389		22102805		5%		0%		13%		0%

		512		163858		61785374		6%		0%		19%		0%

		1K		233544		175286946		9%		0%		28%		0%

		2K		264442		385794678		10%		0%		38%		0%

		4K		276443		819366552		11%		0%		49%		1%

		8K		278247		1640703433		11%		1%		59%		2%

		16K		275036		3246440348		11%		2%		70%		4%

		32K		265397		6241501381		10%		4%		80%		7%

		64K		215108		9994730689		8%		6%		88%		13%

		128K		133964		12286071733		5%		7%		93%		20%

		256K		83368		15326720037		3%		9%		96%		29%

		512K		46784		16969367171		2%		10%		98%		39%

		1M		27973		21037791942		1%		12%		99%		51%

		2M		13049		18818158187		1%		11%		100%		62%

		4M		5780		16871269327		0%		10%		100%		72%

		8M		2458		14240039145		0%		8%		100%		80%

		16M		773		8632916206		0%		5%		100%		85%

		32M		185		4276362635		0%		2%		100%		87%

		64M		113		5374134651		0%		3%		100%		91%

		128M		82		7462467071		0%		4%		100%		95%

		256M		19		3461888094		0%		2%		100%		97%

		512M		4		1365178983		0%		1%		100%		98%

		1G		1		930673767		0%		1%		100%		98%

		2G		2		3190738944		0%		2%		100%		100%

		total		2618673		172844520742

		Distribution of directories by size

		0		29441		0		0.1652		0		0.1652		0

		1		312		312		0.0018		0		0.167		0

		2		2		4		0		0		0.167		0

		4		20		74		0.0001		0		0.1671		0

		8		21		140		0.0001		0		0.1672		0

		16		77		980		0.0004		0		0.1677		0

		32		554		14547		0.0031		0		0.1708		0

		64		1292		56427		0.0073		0		0.178		0

		128		10132		1145653		0.0569		0		0.2349		0

		256		5401		975638		0.0303		0		0.2652		0

		512		8056		2938166		0.0452		0		0.3104		0

		1K		7490		5761035		0.042		0		0.3525		0.0001

		2K		9808		14046047		0.0551		0.0001		0.4075		0.0001

		4K		7906		23308953		0.0444		0.0001		0.4519		0.0003

		8K		8426		50064507		0.0473		0.0003		0.4992		0.0006

		16K		9738		116992059		0.0547		0.0007		0.5538		0.0012

		32K		11624		274211692		0.0652		0.0016		0.6191		0.0028

		64K		12085		569199747		0.0678		0.0033		0.6869		0.0061

		128K		11832		1123460644		0.0664		0.0065		0.7533		0.0126

		256K		10168		1921098540		0.0571		0.0111		0.8104		0.0237

		512K		9290		3522574898		0.0521		0.0204		0.8625		0.0441

		1M		7775		5909033278		0.0436		0.0342		0.9062		0.0783

		2M		5919		8645180948		0.0332		0.05		0.9394		0.1283

		4M		4526		13309162614		0.0254		0.077		0.9648		0.2053

		8M		2766		16494088015		0.0155		0.0954		0.9803		0.3008

		16M		1812		21068021267		0.0102		0.1219		0.9905		0.4226

		32M		882		20354660925		0.005		0.1178		0.9955		0.5404

		64M		377		17677621360		0.0021		0.1023		0.9976		0.6427

		128M		333		31529892423		0.0019		0.1824		0.9994		0.8251

		256M		66		11553051463		0.0004		0.0668		0.9998		0.8919

		512M		22		7585902263		0.0001		0.0439		0.9999		0.9358

		1G		9		6423107601		0.0001		0.0372		1		0.973

		2G		2		2448064554		0		0.0142		1		0.9872

		4G		1		2220883968		0		0.0128		1		1

		total		178165		172844520742

		Distribution of directories by file count

		0		16165		0		0.0907		0		0.0907		0

		1		25315		25315		0.1421		0.0091		0.2328		0.0091

		2		25416		50832		0.1427		0.0182		0.3755		0.0272

		4		29940		102891		0.168		0.0368		0.5435		0.064

		8		29481		182397		0.1655		0.0652		0.709		0.1292

		16		22118		261604		0.1241		0.0935		0.8331		0.2228

		32		14868		342169		0.0835		0.1223		0.9166		0.3451

		64		8040		362689		0.0451		0.1297		0.9617		0.4748

		128		4124		360951		0.0231		0.1291		0.9849		0.6039

		256		1309		235021		0.0073		0.084		0.9922		0.6879

		512		904		313990		0.0051		0.1123		0.9973		0.8002

		1K		305		217758		0.0017		0.0779		0.999		0.878

		2K		133		167217		0.0007		0.0598		0.9997		0.9378

		4K		39		104311		0.0002		0.0373		1		0.9751

		8K		6		32062		0		0.0115		1		0.9866

		16K		0		0		0		0		1		0.9866

		32K		2		37466		0		0.0134		1		1

		total		178165		2796673

		Distribution of files/bytes by directory depth

		0		6889		5328002204		0.0025		0.0308		0.0025		0.0308

		1		140407		22425704534		0.0502		0.1297		0.0527		0.1606

		2		551146		51509399486		0.1971		0.298		0.2497		0.4586

		3		542194		30860912185		0.1939		0.1785		0.4436		0.6371

		4		429776		21575932893		0.1537		0.1248		0.5973		0.762

		5		392213		19515114320		0.1402		0.1129		0.7375		0.8749

		6		297040		9072564616		0.1062		0.0525		0.8437		0.9274

		7		221470		8027281177		0.0792		0.0464		0.9229		0.9738

		8		92544		2342817767		0.0331		0.0136		0.956		0.9873

		9		58259		1514997940		0.0208		0.0088		0.9769		0.9961

		10		53883		514653747		0.0193		0.003		0.9961		0.9991

		11		8608		134054371		0.0031		0.0008		0.9992		0.9999

		12		1887		18804872		0.0007		0.0001		0.9999		1

		13		333		3433497		0.0001		0		1		1

		14		24		847133		0		0		1		1

		total		2796673		172844520742

		Distribution of files/bytes by age in seconds

		15s		780		502757392		0.0003		0.0029		0.0003		0.0029

		30s		48		402071178		0		0.0023		0.0003		0.0052

		1m		113		28422878		0		0.0002		0.0004		0.0054

		2m		137		381877715		0.0001		0.0022		0.0004		0.0076

		4m		141		863166129		0.0001		0.005		0.0005		0.0126

		8m		218		344113392		0.0001		0.002		0.0005		0.0146

		15m		250		230956097		0.0001		0.0013		0.0006		0.0159

		30m		910		288827211		0.0003		0.0017		0.001		0.0176

		1h		9128		462156978		0.0035		0.0027		0.0045		0.0203

		2h		21414		1007893735		0.0082		0.0058		0.0127		0.0261

		4h		21213		3489515755		0.0081		0.0202		0.0208		0.0463

		8h		67881		1904422257		0.0259		0.011		0.0467		0.0573

		16h		24243		2743489309		0.0093		0.0159		0.0559		0.0732

		1d		62268		4526613232		0.0238		0.0262		0.0797		0.0994

		2d		151502		5756531665		0.0579		0.0333		0.1376		0.1327

		4d		32955		5363848046		0.0126		0.031		0.1502		0.1637

		8d		63569		4510506468		0.0243		0.0261		0.1744		0.1898

		16d		197727		9648096935		0.0755		0.0558		0.2499		0.2456

		32d		206677		15861678202		0.0789		0.0918		0.3289		0.3374

		64d		322867		29846691700		0.1233		0.1727		0.4522		0.5101

		128d		389618		26002093250		0.1488		0.1504		0.6009		0.6605

		256d		433388		30592667360		0.1655		0.177		0.7664		0.8375

		1y		245207		12354239011		0.0936		0.0715		0.8601		0.909

		2y		292260		12910606034		0.1116		0.0747		0.9717		0.9837

		4y		61516		2589779223		0.0235		0.015		0.9952		0.9987

		8y		11561		180205280		0.0044		0.001		0.9996		0.9997

		16y		620		8704280		0.0002		0.0001		0.9998		0.9998

		32y		462		42590030		0.0002		0.0002		1		1

		total		2618673		172844520742

		Distribution of files/bytes by age of newest file in containing directory

		15s		13650		1729718706		0.0049		0.01		0.0049		0.01

		30s		2780		1177628094		0.001		0.0068		0.0059		0.0168

		1m		4409		565311415		0.0016		0.0033		0.0075		0.0201

		2m		4545		1138726851		0.0016		0.0066		0.0092		0.0267

		4m		10055		1742699554		0.0036		0.0101		0.0128		0.0368

		8m		10207		1167608532		0.0037		0.0068		0.0165		0.0435

		15m		8924		1108767004		0.0032		0.0064		0.0198		0.0499

		30m		20434		1609424339		0.0074		0.0093		0.0272		0.0592

		1h		32630		4155674741		0.0118		0.024		0.039		0.0833

		2h		61294		5869404196		0.0222		0.034		0.0612		0.1172

		4h		51305		3038249476		0.0186		0.0176		0.0797		0.1348

		8h		120063		4521792541		0.0435		0.0262		0.1232		0.161

		16h		46073		4049030689		0.0167		0.0234		0.1399		0.1844

		1d		88544		6095953359		0.0321		0.0353		0.1719		0.2197

		2d		180493		6834031921		0.0653		0.0395		0.2373		0.2592

		4d		56579		6134424271		0.0205		0.0355		0.2578		0.2947

		8d		99628		7883349290		0.0361		0.0456		0.2938		0.3403

		16d		213838		11514688177		0.0774		0.0666		0.3712		0.4069

		32d		213525		17343973725		0.0773		0.1003		0.4485		0.5073

		64d		315595		26297146719		0.1143		0.1521		0.5628		0.6594

		128d		430943		23280328130		0.156		0.1347		0.7188		0.7941

		256d		335220		19265636019		0.1214		0.1115		0.8402		0.9056

		1y		216698		8531677872		0.0785		0.0494		0.9186		0.9549

		2y		178787		6407140443		0.0647		0.0371		0.9833		0.992

		4y		37122		1280000545		0.0134		0.0074		0.9968		0.9994

		8y		8329		70911541		0.003		0.0004		0.9998		0.9998

		16y		118		2006357		0		0		0.9998		0.9998

		32y		428		29216235		0.0002		0.0002		1		1

		total		2762216		172844520742

		mean file size 66004 sigma^2 3429118075742

		sizeSquared.high = 0, sizeSquared.low = 401212649047627208

		sizeSquaredd = 1, sigmad^2 = -1, sigmad = -1

		totalBytes 172844520742

		Wasted space if in 8K cluster size FAT: 14338640602 (5475 bytes / file, 7% of filespace)

		Wasted space if in 16K cluster size FAT: 30733773530 (11736 bytes / file) (11736 bytes / file, 15% of filespace)

		Wasted space if in 32K cluster size FAT: 65775692506 (25117 bytes / file) (25117 bytes / file, 27% of filespace)

		Wasted space if in 64K cluster size FAT: 140426078938 (53624 bytes / file) (53624 bytes / file, 44% of filespace)

		Breakdown by filesystem type

		FAT		106		149170944000		41233352704		82688800332

		NTFS		61		152085747712		56519265792		88337943345

		FFS		0		0		0		0

		FAT32		1		2142535680		267943936		1817777065

		Unknown		0		0		0		0

		MachineName		Count

		A-WILLM		1

		A260187		2

		AAMERH		1

		ANDIWU1C		1

		BARC_GBELLNT		1

		BDUBA		2

		BOLOSKY		2

		BOLOSKY3		3

		BREESE		2

		BRIANGU1		2

		BRUCEKU		4

		BZILL		3

		DTHIEL-NT		1

		DULCINEA		2

		DWEISE		1

		EGNOR		1

		FIDDLER		2

		GIDEONY5		2

		GILADOH		2

		GRAY_PORTABLE		2

		GREGKU		2

		GREGSH		3

		HECKERMA2		2

		HHOPPE		2

		HISAMI1		1

		HOIV0		4

		IPBUILD		1

		JALAM		1

		JANDR		2

		JANDR486		2

		JEDL		3

		JGEMMELL1		2

		JMILLER2		1

		JOHNDO1		2

		JOHNLEF		1

		JOHNSNY1		1

		KENMH1		1

		KEVINKOR		1

		LOMETD		2

		LUCYV1		1

		MAARTENV1		1

		MARKV2		4

		MBJ		1

		MBJ-DEV		3

		MBJ-HOME		1

		MBJ-TEST		2

		MILINDM2		4

		MSRWEB		3

		NATURALE		3

		NSTEST		3

		ORTLEY		3

		PALARSON		1

		PAULKW		2

		RICHARDS1		4

		RICHDR		3

		RICHDR2		2

		RUSA1		2

		SCOTTC3		2

		T-SPEECH1		2

		TEDB2		3

		TESTAROSSA		7

		TODDN720		1

		TRINHVO		1

		Unknown		26

		WILLA2		2

		XDH		3

		YORAM90		1

		YOWZA		1

		ZACHD		2

		ZUUL		2

		willa		1

		1056675 files matched (263136 distinct), 834026 didn't (files smaller than 1024 bytes disconsidered).

		76,326,353,641 bytes matched, using 20,015,056,727 common store bytes, and 96,247,469,685 didn't

		251353 files matched locally (161298 distinct), 1639348 didn't (files smaller than 1024 bytes disconsidered).

		14,604,883,937 bytes matched locally, using 10,217,031,849 common store bytes, and 157,968,939,389 didn't

		Most commonly matched file is MSSETUP.DLL, with 288 matches, size 249344

		Most bytes eliminated file is VCBKS40.MVB, with 9 matches, size 89136250

		Distribution of files by size.						All Files		All Bytes		All Files		All Bytes				SIS Files		SIS Bytes		SIS Files		SIS Bytes				1 SIS Files		1 SIS Bytes		1 FS SIS Files		1 FS SIS Bytes

		0		39309		0		2%		0%		2%		0%				2%		0%		2%		0%				5%		0%		5%		0%

		1		1075		1075		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		5%		0%

		2		823		1646		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		6%		0%

		4		2774		8814		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		6%		0%

		8		1396		9584		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		6%		0%

		16		3375		43348		0%		0%		2%		0%				0%		0%		2%		0%				0%		0%		6%		0%

		32		16058		392210		1%		0%		2%		0%				1%		0%		3%		0%				1%		0%		7%		0%

		64		46957		2286820		2%		0%		4%		0%				1%		0%		4%		0%				2%		0%		9%		0%

		128		101887		10287146		4%		0%		8%		0%				4%		0%		8%		0%				7%		0%		16%		0%

		256		118389		22102805		5%		0%		13%		0%				5%		0%		13%		0%				9%		0%		25%		0%

		512		163858		61785374		6%		0%		19%		0%				7%		0%		20%		0%				8%		0%		33%		0%

		1K		233544		175286946		9%		0%		28%		0%				10%		0%		29%		0%				11%		0%		44%		0%

		2K		264442		385794678		10%		0%		38%		0%				10%		0%		40%		1%				10%		0%		54%		1%

		4K		276443		819366552		11%		0%		49%		1%				10%		1%		50%		1%				9%		1%		63%		2%

		8K		278247		1640703433		11%		1%		59%		2%				10%		1%		60%		2%				9%		2%		72%		3%

		16K		275036		3246440348		11%		2%		70%		4%				10%		2%		70%		5%				8%		3%		80%		6%

		32K		265397		6241501381		10%		4%		80%		7%				10%		5%		80%		9%				7%		5%		87%		10%

		64K		215108		9994730689		8%		6%		88%		13%				8%		7%		89%		17%				5%		7%		92%		17%

		128K		133964		12286071733		5%		7%		93%		20%				5%		9%		94%		26%				4%		10%		96%		27%

		256K		83368		15326720037		3%		9%		96%		29%				3%		11%		97%		37%				2%		12%		98%		39%

		512K		46784		16969367171		2%		10%		98%		39%				2%		12%		98%		48%				1%		12%		99%		52%

		1M		27973		21037791942		1%		12%		99%		51%				1%		14%		99%		62%				1%		14%		100%		66%

		2M		13049		18818158187		1%		11%		100%		62%				0%		11%		100%		73%				0%		10%		100%		76%

		4M		5780		16871269327		0%		10%		100%		72%				0%		10%		100%		83%				0%		11%		100%		87%

		8M		2458		14240039145		0%		8%		100%		80%				0%		8%		100%		90%				0%		6%		100%		93%

		16M		773		8632916206		0%		5%		100%		85%				0%		4%		100%		94%				0%		6%		100%		99%

		32M		185		4276362635		0%		2%		100%		87%				0%		1%		100%		95%				0%		1%		100%		100%

		64M		113		5374134651		0%		3%		100%		91%				0%		1%		100%		96%				0%		0%		100%		100%

		128M		82		7462467071		0%		4%		100%		95%				0%		3%		100%		99%				0%		0%		100%		100%

		256M		19		3461888094		0%		2%		100%		97%				0%		1%		100%		100%				0%		0%		100%		100%

		512M		4		1365178983		0%		1%		100%		98%				0%		0%		100%		100%				0%		0%		100%		100%

		1G		1		930673767		0%		1%		100%		98%				0%		0%		100%		100%				0%		0%		100%		100%

		2G		2		3190738944		0%		2%		100%		100%				0%		0%		100%		100%				0%		0%		100%		100%
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																																1		79.324		79.975		80.836		80.866		78.713		79.495		81.347		81.697		83.17		80.576

		1		225.434		223.14		222.31		223.401		222.51		224.433		224.934		224.653		223.561		226.165										10		81.427		82.849		82.619		81.758		81.588		80.275		81.667		82.539		80.256		79.564

		10		223.271		223.441		223.211		223.862		223.772		223.041		226.045		225.664		223.882		224.823										100		80.966		82.389		82.409		82.048		81.938		82.509		82.569		82.839		83.25		83.029

		100		222.28		222.651		224.392		223.832		223.452		223.251		224.513		224.853		222.509		223.671										1000		126.221		124.749		123.227		125.421		126.793		118.26		124.61		124.219		124.67		125.291

		1000		222.97		222.17		225.455		222.51		224.323		222.279		224.623		224.934		222.761		223.21										10000		91.301		92.142		94.405		91.752		93.024		92.903		93.454		92.033		91.461		92.803

		10000		74.277		74.427		75.789		74.237		75.007		74.497		74.557		74.367		73.296		74.417										100000		320		322.033		323.155		319.079		320.652		338.717		326.439		335.963		330.274		321.572

		100000		76.29		75.709		76.3		75.729		75.449		76.39		75.058		75.018		74.737		76.089										1000000		282.416		282.035		299.2		299.511		298.689		299.761		282.716		281.725		304.598		299.491

		1000000		76.52		76.26		75.739		74.747		75.218		77.262		75.658		76.18		75.088		76.38										10000000		319.069		324.576		324.597		321.122		317.597		324.907		325.708		323.775		323.335		343.124

		10000000		78.443		76.179		77.091		77.482		76.3		76.28		77.241		76.049		76.47		76.109										100000000		691.925		762.686		764.8		775.075		762.647		741.316		757.94		705.624		770.438		730.891

		100000000		75.609		75.679		74.737		74.016		75.148		76.23		75.919		75.669		75.929		76.22

																																																						Normal Copy		standard deviation		99% confidence

																								SIS copy		standard deviation		99% confidence				1		7.9324		7.9975		8.0836		8.0866		7.8713		7.9495		8.1347		8.1697		8.317		8.0576		8.05999		0.1303582282		0.1356430611

		1		22.5434		22.314		22.231		22.3401		22.251		22.4433		22.4934		22.4653		22.3561		22.6165		22.40541		0.1272263464		0.1036322706				10		8.1427		8.2849		8.2619		8.1758		8.1588		8.0275		8.1667		8.2539		8.0256		7.9564		8.14542		0.1107263373		0.1152152767

		10		22.3271		22.3441		22.3211		22.3862		22.3772		22.3041		22.6045		22.5664		22.3882		22.4823		22.41012		0.1053929768		0.0858478908				100		8.0966		8.2389		8.2409		8.2048		8.1938		8.2509		8.2569		8.2839		8.325		8.3029		8.23946		0.0645059722		0.0671210988

		10^2		22.228		22.2651		22.4392		22.3832		22.3452		22.3251		22.4513		22.4853		22.2509		22.3671		22.35404		0.0883878599		0.0719963661				1000		12.6221		12.4749		12.3227		12.5421		12.6793		11.826		12.461		12.4219		12.467		12.5291		12.43461		0.2361657866		0.2457401474

		10^3		22.297		22.217		22.5455		22.251		22.4323		22.2279		22.4623		22.4934		22.2761		22.321		22.35235		0.1200105481		0.0977546393				10000		9.1301		9.2142		9.4405		9.1752		9.3024		9.2903		9.3454		9.2033		9.1461		9.2803		9.25278		0.0970857902		0.1010217303

		10^4		7.4277		7.4427		7.5789		7.4237		7.5007		7.4497		7.4557		7.4367		7.3296		7.4417		7.44871		0.0625263047		0.0509308261				100000		32		32.2033		32.3155		31.9079		32.0652		33.8717		32.6439		33.5963		33.0274		32.1572		32.57884		0.6951699651		0.7233527436

		10^5		7.629		7.5709		7.63		7.5729		7.5449		7.639		7.5058		7.5018		7.4737		7.6089		7.56769		0.0596169709		0.0485610272				1000000		282.416		282.035		299.2		299.511		298.689		299.761		282.716		281.725		304.598		299.491		293.0142		9.4321683238		9.8145564062

		10^6		7.652		7.626		7.5739		7.4747		7.5218		7.7262		7.5658		7.618		7.5088		7.638		7.59052		0.0761280763		0.0620101546				10000000		3190.69		3245.76		3245.97		3211.22		3175.97		3249.07		3257.08		3237.75		3233.35		3431.24		3247.81		69.7730263067		72.6016838132		3247.81

		10^7		7.8443		7.6179		7.7091		7.7482		7.63		7.628		7.7241		7.6049		7.647		7.6109		7.67644		0.0780846008		0.0636038424				100000000		69192.5		76268.6		76480		77507.5		76264.7		74131.6		75794		70562.4		77043.8		73089.1		74633.42		2847.5237030716		2962.9647226748		74633.42

		10^8		7.5609		7.5679		7.4737		7.4016		7.5148		7.623		7.5919		7.5669		7.5929		7.622		7.55156		0.0698353651		0.0568844242
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