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When I first did this a certain amount of hand work was required to identify the distinct Monday schedules.  I decided to add this as a summary report to the script.  This script works for both sysvol replica set on DCs and non-sysvol replica sets.  There can be multiple replica sets displayed in the “ntfrsutl ds” output.  Each is processed separately by the script.

So, starting from the "ntfrsutl  ds"  output (this example came from the MMA data collected on 9/21/00):
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Run the following perl script to produce a topology summary report.





This produces a report file containing 4 sections; Topology Report, Server Reference Table, Server Host Table and a Summary section.
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Topology Report:
The first section is the "Topology Report" and has one output record per connection object.  They have the following format.

          Connection Name                     site\server of dest              site\server of source             Active hrs/wk         Monday Sched             enabled?

cxtion: AE1AB79C-75EE-40C1-BEC5-8ABD68F86D79  host:  S-1309\ZA1309000         from:  s-5982\za5982000                RepHrs: 168  Sched: 111111111111111111111111  enabled:  TRUE

cxtion: ZW035COVERSZA1309000                  host:  S-1309\ZA1309000         from:  dmz-administration\zw035co      RepHrs: 168  Sched: none                      enabled:  TRUE

cxtion: ZW002COVERSZA1310000                  host:  S-1310\ZA1310000         from:  dmz-administration\zw002co      RepHrs:  17  Sched: 000000500050005000000000  enabled:  TRUE

Note that in the case of a non-sysvol replica set the entry in the dest column is the domain-name\computer-name of the related member object that is hosting the connection and the entry in the source column is the RDN of the FRS member object.  These name changes apply in the same way to Server Reference and Server Host Tables described below.

Server Reference Table

This is followed by the "server reference table" showing the number of connections that contain a reference to the given server (denoted as site-name\server-name).  For example, if the server "sitefoo\srvbar" is referenced by the fromServer attribute in 21 connections then this would show up in the list as:


sitefoo\srvbar    21

Server Host Table
This is followed by a second table, the "server host table", showing the number of connections that are hosted under a given server (again denoted as site-name\server-name).  These are the inbound connections to that server.  For example, if the server "sitefoo\srvbar" has 15 connection objects living under its NTDSA-Settings object this would show up as,


sitefoo\srvbar   15

Note that there is a second number associated with each entry in the above two tables.  This number is just the number from the same server in the opposite table.  This is useful because as you scan the tables if you see a zero in the field for the second number then that may indicate a problem.  For example in the report file above you will see the entry in the Server Reference Table that looks like:


S-1301\ZA1301000               2        0

This means that there are two connection objects in the Topology Report section that reference server 1301 but there are NO connections hosted by server 1301.  So this server is feeding data to two other servers but it is currently getting data from no server.  The related connection records in the topology report are:

cxtion: 53372169-A50E-440A-B7E4-573226AE4EE1  host:  Allium-3\ZA7407000          from:   s-1301\za1301000         RepHrs: 168  Sched: ffffffffffffffffffffffff  enabled:  TRUE

cxtion: ZA1301000VERSZW035CO                  host:  DMZ-Administration\ZW035CO  from:   s-1301\za1301000         RepHrs: 168  Sched: none                      enabled:  TRUE

Note that the "ntfrsutl ds" output is driven by the list of member objects found in the sysvol replica set container.  And some of these entries have broken NTDS Settings references so that could be the problem in this case.  If you search the Topology report for the string 1301 you will find an entry:

Member: ZA1301000  Error: no NTDS Settings reference.
So that explains the problem in this case.

The reverse case is an entry in the Server Host Table that has a zero for the second number.  Again, in the above report file you will see an entry in the Server Host Table that looks like:


S-9951\ZA9951000               5        0

This means that server 9951 is hosting five connection objects (has five inbound partners) but there are no connection objects that reference (i.e. source data from) server 9951.  So any DS or Sysvol change made on this server will not replicate out.  The related connection records in the topology report are:

          Connection Name                     site\server of dest         site\server of source        Active hrs/wk         Monday Sched             enabled?

cxtion: 6E24DA27-696F-4B49-9503-86709C47499B  host:  S-9951\ZA9951000    from:  s-5908\za5908000            RepHrs: 168  Sched: 111111111111111111111111  enabled:  TRUE

cxtion: 9060E399-140C-46EE-89CC-2C06F24CBFA8  host:  S-9951\ZA9951000    from:  s-0408\za0408000            RepHrs: 168  Sched: 111111111111111111111111  enabled:  TRUE

cxtion: A10E75D8-7E6C-462C-8B28-D466591578FD  host:  S-9951\ZA9951000    from:  s-5986\za5986000            RepHrs: 168  Sched: 111111111111111111111111  enabled:  TRUE

cxtion: DB4CEFE4-7A12-49ED-876A-94C361E6FB6E  host:  S-9951\ZA9951000    from:  s-5916\za5916000            RepHrs: 168  Sched: 111111111111111111111111  enabled:  TRUE

cxtion: ZW003COVERSZA9951000                  host:  S-9951\ZA9951000    from:  dmz-administration\zw003co  RepHrs: 168  Sched: 111111111111111111111111  enabled:  TRUE

One explanation may be that the related connection object has not yet replicated into the hub server.  Note that "ntfrsutl ds" data came from hub server ZW003CO.i-agences.mma.fr.  Even so the above list of connections show another problem.  Namely that server 9951 has connections that reference servers in other branch sites such as 5908.  You would have to check with the customer to know for sure but generally a branch server in one site should not replicate in from a server in another branch site.  You need to scan the Topology section of the report to discover these anomolies.  Also, unless some other tool is generating connection objects with GUIDs for names it would appear that the ISTG component of the KCC is turned on somewhere.

Summary Section

The summary section at the end of the report file looks like:

 S U M M A R Y      R E P O R T

Member objects with no NTDS Settings reference:    37

Member objects with no connection objects:        104

Connection objects set to disabled:                 0

Number connections with given Monday Schedule

000000000000000000000000          1

000000050005000500000000        268

000000500050005000000000        364

000500050005000500050005         83

050005000500050005000500        291

111111111111111111111111        220*

500050005000500050005000        424

fffff00000000000000fffff          1

fffff0000000000000ffffff          5

ffffffffffffffffffffffff        609*

none                            515*

Number connections with per-week active replication hours

1                                 0

228                             167

1116                            168

632                              17

3                                36

795                              42

1                                70

5                                77

There are 37 broken FRS member objects with no NTDS settings reference so they are broken relative to SYSVOL replication.  There are 104 Member objects with no connection objects, that is we found an NTDS Settings object but it had no connection objects under it so these servers are not replicating inbound.  None of the connection objects found were set to disabled.

The script takes the 24 hour schedule array for Monday and tallies the number of connection objects with this particular schedule.  This won't be too useful if the schedules are not set to replicate daily.  But in this case the mix of schedules is unexpected and the number of schedules replicating at least once per hour (marked with a * above) is clearly a problem.  Note that a connection object with no schedule causes the DS to replicate 4 times per hour.  FRS will fall back to the default schedule set on the Replica Set object (which in this case is set to replicate 4 times per hour during working hours Mon through Friday).  Also not good.

The last summary table reports the number of connection objects that have the corresponding number of active replication hours (i.e. any hour in which the schedule byte is non-zero is counted as an active replication hour).  So in the data above, 1 connection has all zeros for its entire week's schedule.  Searching for the string, "RepHrs:   0" in the Topology section shows which one:

cxtion: ZW035CO                               host:  S-9909\ZA9909000     from:  dmz-administration\zw035co     RepHrs:   0  Sched: 000000000000000000000000  enabled:  TRUE

A worse situation in this environment are the number of schedules set to replicate 167 and 168 hours per week (228 and 1116 respectively).  Some of these may be associated with intra-site connections but most are not.

Lastly, you can get a sense of the balance of connection objects hosted by (i.e. inbound too) the different hub servers.  The following is from the Server Host Table:

                               Inbound   Outbound

                             Connections Connections
DMZ-ADMINISTRATION\ZW002CO    313      251

DMZ-ADMINISTRATION\ZW003CO    311      251

DMZ-ADMINISTRATION\ZW034CO    214      212

DMZ-ADMINISTRATION\ZW035CO    267      259

Since we know in this case that ZW002, ZW003, ZW034, and ZW035 are the hub servers this data tells us ZW002 is hosting 313 inbound connections and that 251 other connection objects are referencing (i.e. sourcing data from) ZW002, making them the outbound partners for ZW002.  This also shows that the inbound connection balance across the hub servers is not even but the outbound balance is better.  Since we saw above that 104 members have no connection objects this may be due to DS replication delays.

Also note that the most efficient Hub-Branch connection topology for FRS replication is when a given branch and Hub server source data from each other.  For the branch server, this means that the branch's inbound and outbound partner are the same Hub server.  FRS treats this as a special case on the branch and can immediately delete any staging files received from the Hub server after they are installed.  The script above does not currently check for this mismatch.

Server Inbound/Outbound partner section

The most recent version of topchk (9/3/01) adds report of the topology.  It lists the inbound and outbound partners for each server.  The name format is <site>\<servername>.  The entries are sorted by server name.  Each server has two entries, an entry with the marker "<<" lists the inbound replication partners for the server, and the entry with the marker ">>" lists the outbound partners for the server.  For example,

 

AE34\AKKSDC04    2 << aeam\aeamdc01  aktr\aktrdc01
AE34\AKKSDC04    2 >> aeam\AEAMDC01  aktr\AKTRDC01
IK1M\IK1MDC03    6 << ik1m\ic1mdc01  ik1m\ik1mdc01  ikja\ikjadc01  ikmt\ikmtdc01  iktk\iktkdc01  ikts\iktsdc01
IK1M\IK1MDC03    6 >> ik1m\IC1MDC01  ik1m\IK1MDC01  ikja\IKJADC01  ikmt\IKMTDC01  iktk\IKTKDC01  ikts\IKTSDC01
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