Noise Immunity Data Collection

Purpose

We want to improve handling of non-speech events during dictation and C&C in real world user environments.  The data will be collected using a variety of microphones and sound cards, based on marketing data.  We will use this data for evaluation of current SR code, which will suggest areas for improvement and development.

Types of Background Noises

Background conversations

Telephone conversation when computer is listening

Knowledge workers in cubicles

Background noises - TV, Radio tuned to talk station, kids, kids, dishwasher, washer/dryer, lawn mower, pets, etc.

Amount of Data

For evaluation, minimum of 5 M and 5F users, in each configuration outlined below.  Each scenario will be repeated using different microphones, and sound cards. 

Proposal

Collect Read speech in a number of different environments and different configurations  for Dev to use as evaluation data.  Using Read speech will keep the costs of the collection down, by eliminating transcription costs, and replacing those with verification costs.  This collection will be done mainly offsite, although 1-2 scenarios should happen onsite (cubicle, noisy environment).  The end result will be a database of evaluation data.

Office Scenario 1 - Telephone call 

User dictates speech into Dictpad for two minutes, the telephone rings and subject answers the phone.  S/he moves the microphone out of the way w/o turning it off, perhaps pushes it down onto their shoulders.  Subject and Vendor have a scripted phone conversation, perhaps 1-2 minutes in duration.  After it’s over, Subject readjusts the microphone, and starts dictating again for another 2 minutes.  Repeat this scenario with the variations listed below.

Variations

Close mount microphone, several desktop  microphones (telex, plantronics,  etc.)

With low background Radio tuned to talk station

With high background Radio tuned to talk station

With low background CD player

With high background CD player

Office Scenario 2 – Office conversation 

User dictates speech into Dictpad for two minutes.  Person walks into office, starts conversation with User.  User swivels to face the intruder, talks for 1-2 minutes with microphone still on (scripted conversation).  User probably pushes headset onto shoulders, leaves microphone alone.  After Person leaves, Subject readjusts the microphone, and starts dictating again for another 2 minutes.

Variations

Close mount microphone, several desktop  microphones (telex, plantronics,  etc.)

With low background Radio tuned to talk station 

With high background Radio tuned to talk station

With low background CD player

With high background CD player

Office Scenario 3 – Office Background Noise – close mount mic, desktop mic

User dictates speech into Dictpad for five minutes.  Two – three people walk outside their office, starting down the corridor, and then stopping directly outside the person’s office.  The door to the office is open.  The crowd continues to have a discussion outside the person’s office while they chatter.

Variations

Close mount microphone and desktop microphone

With low background Radio tuned to talk station

With high background Radio tuned to talk station

With low background CD player

With high background CD player

If recorded during lunchtime at MS, can get background noises of foosball/air hockey going on.

Office Scenario 4 – Cubicle collection

User dictates speech into Dictpad for five minutes in cubicle situation.  Maybe in PSS?  Lots of background noise here.

Home Scenario 1 -Telephone call 

User dictates speech into Dictpad for two minutes, the telephone rings and subject answers the phone.  S/he moves the microphone out of the way w/o turning it off, perhaps pushes it down onto their shoulders.  Subject and Vendor have a scripted phone conversation, perhaps 1-2 minutes in duration.  After it’s over, Subject readjusts the microphone, and starts dictating again for another 2 minutes.  Repeat this scenario with the variations listed below.

Variations

Close mount microphone, several desktop  microphones (telex, plantronics,  etc.)

With low background Radio tuned to talk station

With high background Radio tuned to talk station

With low background CD player

With high background CD player

Home Scenario 1 –Background Noise 

User dictates speech into Dictpad for two minutes in a home office.   In a separate room, we hear the following sounds while dication is going on.  Each background noise is recorded for the duration of the dictation session.

With low background Radio tuned to talk station

With high background Radio tuned to talk station

With low background CD player

With high background CD player

With low background TV

With high background TV

With children playing

Household noises – for example, vacuum running, dishwasher, lawn mower, people talking to each other…..

Here are some improvements I could imagine, after having thought about the issue some more:
 

Place more emphasis on "noises" versus "speech".  Several of the scenarios involve the speaker talking to someone else in the room without turning off the microphone.  This is more or less guaranteed to fail, if you define failure as having the computer recognize what is, after all, the speaker speaking.  This is in fact an interesting and undoubtedly common situation in real life, but there's no way the computer will be able to succeed with current technology, since it has no concept of the speaker's attention; if it hears the user speaking, it assumes she's speaking to the computer.  Giving the computer a notion of attention would be cool, but will have to wait for the researchers to get a lot farther.  People walking by in the hall can't be helped and should be much quieter than the speaker, so some of these would still be good.
 

Office noises like fans, keyboard, rustling paper and random clunks seem more likely noises for Office users of Speech than home noises like kids and dishwashers.  Perhaps Marketing can supply some data to help understand the relative importance of these two markets.
 

It would be good to have some real-life noise+speech, where the user is dictating in an environment where there are other noises present.  It would also be good to collect a bunch of "pure noise" data from regular microphones without the user speaking.  This way, we can artificially mix together those noises with "clean" speech in varying proportions and see how the system performs in various circumstances without actually having to collect so much data.
 

I would also like to have a variety of "multiplicative" or "channel" noise, without additive noise.  This means recording the speaker in a quiet environment with a variety of sound cards and microphones and in different rooms.  Each room/mic will pick up echos differently and will have a different frequency response.  This type of "noise" is quite different from additive noise--extra noises added in with the speaker.
 

Finally, I'd love to have some non-linear noise.  Most common would be too-loud recordings which are clipped to varying degrees.  This is terrible for SR, but it would be nice to have some data sets to measure progress against.  It may be that with some clever new algorithms we could do a much better job than we do now.  Just having subjects put a close-talk mic right up against their mouths would do this.
 

