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1 Summary

This document outlines the requirements for speech recognition resources required for the combined telephony, dictation and C&C SR engines (code name Yakima), in mulitiple languages.  It also describes the current state of each language.  Resource requirements include Development, Test and Evaluation requirements.  

2 Project goals And Overview

2.1 The Problem to be Solved

Catalog existing resources, compare with requirements, and lay out a road map for success in the transition to Speech Services in multiple languages.  The three main areas we’ve traditionally developed in, Dictation, Command and Control and Telephony, will be combined in the Yakima unified engine.  In order to support the creation of Services which are undefined right now, we should gather data and create the models we think are most likely to be needed in a Services offering.  For example, we support Dictation now on the desktop, we might in the future want to support dictation within a Telephony application. The table below illustrates what we want to support, as well as which models we’ll need for each language.

Issue:  when do we foresee having a reason to support Telephony Dictation?  for email, etc?

	Type of Speech Recognition
	Desktop Components
	Telephony Components

	CFG (equiv. to Dialogs)
	Acoustic model, lexicon
	Desktop + telephony data

	Dictation
	Acoustic model, language model, lexicon
	Desktop + telephony data


2.2 Overview of the Project

Identify and purchase existing sources of available speech corpora :

· Read speech

· Spontaneous composition

· Names, digits, dates, times, other data to be defined

· Fixed line telephony

· Mobile telephony 

· Pronunciation Lexicons

· Text 

Corpora must be identified and purchased for the following Tier 1 languages:

· US English

· UK English

· French

· German

· Italian

· Spanish 

After finding what is commercially available, we will fill in the gaps with our own internal data collection projects.

After corpora is purchased or created, it is then pre-processed and a phone set is selected.  If  necessary, mappings to existing phone sets are created, and a pronunciation lexicon is produced.   At this point training begins.  Telephony models can use an existing acoustic model for the first training round, or a telephony model can be produced from scratch.  

All models are tested for quality.  New models are tested to ensure they meet a preestablished benchmark; updated existing models are tested to make sure their quality has not degraded.  Evaluation tests must be run on a prototype, as well as further testing in a large-scale trial application.  This last point is key; because grammar and dialogs are designed specifically for  a targeted vocabulary, we need to ensure that we’ve included enough of the proper vocabulary in our models.  Ideally, a large scale trial yields a specific data collection area for problems identified during testing.

Fortunately, the acquisition of Entropic brings experience in acoustic model contruction in several of the Tier 1 languages.  This experience can be adapted to the Telephony space.  Currently, Dan Kershaw in the UK is managing a large scale trial application with One2One, collecting UK telephony data.  

	Language
	Dictionary
	Telephony Models
	Desktop Models
	Language Models

	US English
	200k + 
	In progress
	Yes
	Yes

	UK English
	200k + 
	Yes
	Yes
	Yes

	UX English
	200k + 
	Yes
	Yes
	Yes

	French
	100k 
	In progress
	Yes
	Yes

	German
	100k
	Swiss German only
	Yes
	Yes

	Italian
	100k + 
	No
	Yes
	No

	Spanish
	100k
	No
	Yes
	No

	Japanese
	
	No
	Yes
	Yes


New telephony models for French, German, Italian and Spanish have two of the three necessary building blocks – pronunciation dictionaries, and acoustic models.  Telephony data is needed to supplement the existing acoustic models and build a telephony model.

Note that we will need to review each pronunciation lexicon (estimate 3 months to review a 60K lexicon, based on US English experience), as well as establish testing benchmarks for each language, as has been done for US English and Japanese.  Source dictionaries exist for several of the European languages, if we should need to expand the lexicons.

3 Clients/customers

3.1 Who are the Customers?

The main customer for the telephony language resources is the Speech Gateway.   The main customer for acoustic and language models is the SR engine.

3.2 Customer expectations

Recognition, for native speakers, is competitive across environments.  User should expect speech recognition to work equally well on the desktop as it does on a mobile phone.  Telephony is particularly difficult – we must perform well in noisy mobile acoustic conditions, noisy landline phones at home and in the office.   in for Dictation and C&C in both Office and Home environments.  

4 Deliverables

4.1 Telephony Data

The data necessary to construct the additional telephony models includes:

· Enough data to produce a baseline telephony model.  Entropic constructed baseline telephony models using SpeechDat databases for each language.  SpeechDat contains about 1000 speakers, number of hours is unknown.  See Appendix A for telephony data that is commercially available.

· Pronunciation lexicon, reviewed by linguistic expert

· 10 hours of speech per language for Test evaluation, along with transcriptions.

· Speech collected during prototype, as well as transcriptions.  Exact amount unknown

· Speech collected during extended trial period (application specific), as well as transcriptions.  Exact amount unknown.

· Echo cancelation data for US fixed lines.  Different regions, different carriers need to be collected.

4.2 Acoustic Data

The data necessary to improve acoustic models for US English dictation and C&C includes:

Targeted populations – kids, teenagers, seniors.  This depends upon SDN planning outcome

Functional users – how do people use SR in Office applications

4.3 Text Data

Kingfisher email collection on a wider scale

Web crawling (under investigation)

5 RESOURCES

In order to collect large scale trial and application specific data, especially in the telephony space, we will need the following:

· A Speech Gateway server set up.  Prototype for US English can be set up in Redmond.  After VOIP implemented in Springer, might be able to scale to international locations.

· Target vocabulary established, and dialogs written.  Includes both Test and Dev needs

· Headcount to run the collection, including management.  This could be done in-house, or vended out.  The management might be done in house, but the collection will almost surely need a vendor(s) involved.

· A database to manage all of the data.  Contract Dev?

· Server storage space to store massive amounts of data

· Transciptionists with language expertise

· Process to manage transcription and data verification

· WAVED, a transcription tool is in use in the UK.  Unknown whether it will work in other languages.

· Linguistic resources to review each pronunciation lexicon

· Tools to collect additional acoustic data for the desktop

6 Major unknowns or issues

· What languages do we need to collect data for?  In what priority order?  In what time frame?

· Can we  identify and hire linguistic resources?

· How much data is enough to get us into the market?  How much more to be seriously competitive, and then win?

· Better definitions of Dialogs

· Vendors available to do collections, and transcriptions

· Establish meaningful performance metrics across language

· How does a new language impact dialog development and associated tools? Character sets, word breaking issues.

Appendix A

Commercially Available Data

	Data
	Source
	US English
	UK English
	French
	German
	Italian
	Spanish
	Cost 

	SpeechDat
	ELRA
	
	1 copy
	1 copy
	1 copy
	
	
	

	COLLECT
	ELRA
	
	
	
	
	500 speakers
	
	4000

	COST232 Multi-English Speech
	ELRA
	
	797 speakers
	
	
	
	
	200

	SIEMENS Telephone Speech
	ELRA
	
	
	
	730 speakers
	
	
	11000

	SIVA
	ELRA
	
	
	
	
	2000 calls
	
	3000

	Siemens VoiceMail
	ELRA
	921 speakers
	
	
	
	
	
	11000

	Siemens Chile Spanish
	ELRA
	
	
	
	
	
	507 speakers
	6000

	Colombian Spanish
	ELRA
	
	
	
	
	
	1065 speakers
	5000

	SALA Spanish Columbian
	ELRA
	
	
	
	
	
	1000 speakers
	16000


































































































































































































Confidential
Page 7
10/5/2000

_989913121.doc
�



�
















