IP Over ATM User Guide for Windows NT





Introduction





This document describes the Installation and Configuration procedures to create an IP network over ATM. A brief introduction to the IP over ATM mechanism is included. The terms “IP over ATM Client”, “ARP Client”, and “Client” are used interchangeably, as are “IP over ATM Server”, “ARP Server” and “Server”.
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IP Over ATM Operation





This section gives an overview of the theory of operation of an IP over ATM network. More details can be found in the references.





Logical IP Subnet





RFC 1577 (and successors) define the basic operation of an IP over ATM network, or more precisely, a Logical IP Subnet over an ATM network. A Logical IP Subnet or LIS is, broadly, a set of IP hosts that can communicate directly with each other. By definition, two hosts belonging to different LIS’ can communicate only via an IP router, which is a member of both LIS’.





Address Resolution via ARP Server





The main problem to be solved in an IP over ATM network is that of address resolution, i.e. mapping an IP address to a “hardware address”, in this case, an ATM address. On an Ethernet network, the Address Resolution Protocol (ARP) is used for this purpose. Since an ATM network is non-broadcast by nature, this protocol cannot be used as is. Rather, a dedicated Address Resolution server (ARP Server) is used to provide IP to ATM address resolution.





One of the stations in an LIS is designated as an ARP Server (and the ARP Server software is loaded on it). Stations that use the services of the ARP Server are referred to as ARP Clients, or simply, client. All IP stations within an LIS are ARP Clients. Each ARP Client is configured with the ATM Address of the ARP Server. When an ARP client starts up, it makes an ATM connection to the ARP server, and sends a packet to the server that contains the client’s IP address and the client’s ATM address. The ARP server builds a table of IP address to ATM address mappings. When a client has an IP packet to be sent to another client (whose IP address is known, but ATM address is unknown), it first queries the ARP Server for the ATM address of the desired client. On receiving a reply that contains the desired ATM address, the client establishes a direct ATM connection to the destination client and sends IP packets for that client on this connection.





All ATM connections, including the connection to the server, are aged out by clients on detecting inactivity. All clients refresh their IP, ATM address information with the server periodically (the default is 15 minutes). An entry that is not refreshed for a while (default: 20 minutes) will be purged by the server.





Multi-homing and Multiple LIS support





A multi-homed IP host is one that is reachable via more than one IP address. It may or may not possess multiple physical network interfaces. With IP over ATM, it is possible to configure multiple logical or virtual network interfaces on a single ATM adapter. The IP layer would see these as multiple ARP interfaces, and does not care that they are all created on the same physical adapter.





Each virtual interface would be part of a different IP over ATM LIS, and the ARP client entity for each virtual interface can potentially connect to a different ARP server. Using this concept, it is possible to build a router for an IP over ATM network that operates on multiple virtual interfaces, all configured on the same ATM link. � REF _Ref371142172 \* MERGEFORMAT �Figure 1� shows such a scenario, with stations belonging to two subnets (or LIS’): 10.X.X.X and 11.X.X.X. Each LIS has an ARP server that caters to that LIS. One endstation (10.0.0.99/11.0.0.99) is configured as an ARP client on both subnets, and forwards packets between subnets.
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Figure � SEQ Figure \* ARABIC �1�: Multiple Logical IP Subnets on the same ATM network, and Routing between them











Windows Architecture





This section discusses the way IP over ATM software (IP over ATM Client, IP over ATM Server) fits into the Windows TCP/IP and NDIS 4.1 architecture. � REF _Ref371127943 \* MERGEFORMAT �Figure 2� shows the schematic for the case of an Ethernet adapter as well as an ATM adapter.
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Figure � SEQ Figure \* ARABIC �2�: IP over ATM in the Windows Networking Architecture


�The ARP Interface depicted shows one virtual network interface exposed above the ATM miniport, corresponding to a single LIS.� If required, the (ATM)ARP module can be configured to expose multiple ARP interfaces to IP.





ARP Interface





The IP layer in the TCP/IP stack uses the ARP Interface to send and receive packets over an interface. The ARP Interface is a set of function calls (e.g. “Transmit a packet”) that form the interface between the IP layer and an underlying ARP Module.





The IP layer supports multiple ARP Interfaces, which could be over different media types. In � REF _Ref371127943 \* MERGEFORMAT �Figure 2�, the IP layer sees two Interfaces, one over Ethernet, and one over ATM.





The ARP Module hides the specifics of the medium from the IP layer, and provides the abstract set of services defined by the ARP Interface. The IP over ATM Client is one such ARP module. Note that the common ARP module for Ethernet, Token Ring and FDDI is part of the TCP/IP driver (TCPIP.SYS).





Each ARP module supports the ARP Interface at its upper edge, and is an NDIS protocol at its lower edge. As an NDIS protocol, an ARP module uses the appropriate NDIS services for each adapter it operates on. For media such as Ethernet, the (built-in) ARP module uses connection-less NDIS services. For connection-oriented media such as ATM, a different ARP module is needed, one that uses connection-oriented NDIS services.





The basic function of any ARP module is to map the destination (next-hop) IP address for a packet to the hardware address of the station to which the packet is to be sent. The hardware address is a 6-byte MAC address for Ethernet, and a 20-byte ATM address for ATM. The mechanism used to obtain this address mapping is dependent on the underlying medium. In the case of Ethernet or Token Ring, ARP Requests and Replies sent on the broadcast hardware address are used to perform address resolution. In the case of ATM, the address resolution mechanism is as outlined in “IP over ATM Operation”.





Windows NT Bindings





The Windows NT system stores information about bindings between protocols and adapters in the registry. With the plug-and-play model, when a miniport driver registers an adapter with NDIS, NDIS informs all protocols bound to the adapter , by calling their BindAdapter handler routines. Within this routine, a protocol calls NdisOpenAdapter to initiate access to the adapter, and so on.





When a network component (protocol or adapter) is installed, the setup program obtains information about the component, such as its type (e.g. ndisdriver, atmdriver) and its binding rules, from the INF file for the component. It is possible to define new component types and binding rules in this file.





TCP/IP Bindings





The TCP/IP protocol stack (including the built-in ARP module for Ethernet and the like) is defined as belonging to the class tcpipTransport, and any adapter that has a driver of class ndisDriver is defined to be “bindable” to tcpipTransport. When the driver for such an adapter registers with NDIS, NDIS calls the BindAdapter handler for TCP/IP, which is supplied by the built-in (Ethernet) ARP module. TCP/IP will attempt to run Ethernet-style ARP over the adapter.





In the case of ATM, there are two differences. First, the built-in ARP module should not be activated over an ATM adapter. Rather, we need the ATM-ARP client module to be bound to such an adapter. Second, more than one ARP Interface might be exposed to TCP/IP, over a single ATM adapter (this is optional).





To ensure that TCP/IP doesn’t bind directly to an ATM adapter, the INF for an ATM adapter defines the component as belonging to class ndisAtmDriver, which is not bindable to tcpipTransport. Next, the INF creates “virtual” adapter instances called IPATMARP, one for each LIS configured on the adapter. These virtual adapters are defined to be of class ndisDriver, meaning that they get bound to TCP/IP, and show up the Network Control Panel as such. However, there is no real driver associated with these virtual adapters, because of which TCP/IP’s BindAdapter handler will never get called on behalf of these, and so Ethernet-style ARP will not be run on these.





Example





A machine has an Ethernet adapter already installed, say “ENET1”. An ATM adapter is installed on this machine, with an instance name “ATMCARD2” (note that the instance number is automatically assigned). When the IP over ATM Client is installed, it will install one Logical IP subnet (LIS0) over ATMCARD2, and the resulting virtual adapter instance will be “IPATMARP3”. In the Network Control Panel, the bindings will look like:





Adapter�
Bound Protocols�
�
ENET1�
NetBEUI Protocol


NWLink IPX/SPX Compatible Transport


TCP/IP Protocol


WINS Client (TCP/IP)�
�
ATMCARD2�
ATM UNI 3.1 Call Manager


IP over ATM Client


IP over ATM Server�
�
IPATMARP3�
TCP/IP Protocol


WINS Client (TCP/IP)�
�



Note that the IP over ATM Server component has a single binding, to the ATM adapter.





Registry Layout For the IP over ATM Client





Since the IP over ATM client installs itself as a protocol as well as a “virtual” adapter, the resulting registry layout is briefly discussed here. � REF _Ref372020253 \* MERGEFORMAT �Figure 3� shows an example of this layout, including the ATM Call Manager and TCP/IP sections.





Services


AIC59002		// Real Adapter Instance


Linkage


Parameters


AtmArpC


LIS0


AddressResolutionTimeout: REG_DWORD: 0x3


...


IPConfig: REG_SZ: ipatmarp3\Parameters\Tcpip


ARPServerList


Server1


AtmAddress: REG_SZ: 4700000000003c0000a00000000000d10f521400 


...


ATMCallManager


Linkage


Bind: REG_MULTI_SZ: \Device\AIC59002


...


ipatmarp3		// Virtual Adapter Instance (for LIS 0 on AIC59002)


Linkage


Parameters


Tcpip	// TCP/IP parameters for LIS 0


EnableDHCP: REG_DWORD: 0


...


IPAddress: REG_MULTI_SZ: 11.221.7.61


...


Tcpip		// TCP/IP is bound to the Virtual adapter


Linkage


Bind: REG_MULTI_SZ: \Device\ipatmarp3





Figure � SEQ Figure \* ARABIC �3�: Example registry layout





Even though TCP/IP is bound to the virtual adapter “ipatmarp3”, it doesn’t try to open the adapter and run Ethernet ARP on it because there is no miniport for ipatmarp3 that starts up and causes TCP/IP’s BindAdapter handler to be called for the virtual adapter.








Installation and Basic Configuration


This section describes the installation of IP over ATM components, and configuring a single Logical IP Subnet.


Prerequisites





The IP over ATM components need the UNI 3.1 ATM Call Manager and an ATM adapter to be installed on the machine first. All machines are assumed to be ATM-connected to each other, meaning that there is a way for each pair of machines to set up an ATM connection between them.





Installing IP over ATM Server





One of the stations in the IP/ATM network must be designated as the IP over ATM server machine. Normally, the IP over ATM Client is also installed on this machine. Refer to Section � REF _Ref372007537 \n �5.1.3� for instructions on installing IP over ATM client software.





Step 1:	Select the Protocols tab within the Network Control Panel. Click on Add... for adding protocols. A list of network protocols is displayed.


Step 2:	Click on Have Disk. You will be prompted to enter the directory path for the software component. Enter <DriveName>:\atmarps and press RETURN. You will be prompted to confirm installation of “IP over ATM Server”.


Step 3:	When prompted to restart the machine, you can click on Yes if you have completed installing all ATM components, otherwise, click on No.





Installing IP over ATM Client





This component must be installed on all IP stations on the ATM network. The following information is needed for basic configuration of each client station:





IP Address and Mask for the client. The network administrator should assign an IP address for the client, from the range of addresses allocated for the Logical IP subnet. The network mask is the appropriate IP address mask for the subnet.





ATM Address of the IP over ATM Server. This can be obtained by running the “ATMADM -A” command from a command shell on the IP over ATM server machine.�





Step 1:	Select the Protocols tab within the Network Control Panel. Click on Add... for adding protocols. A list of network protocols is displayed.


Step 2:	Click on Have Disk. You will be prompted to enter the directory path for the software component. Enter <DriveName>:\atmarpc and press RETURN. You will be prompted to confirm installation of “IP over ATM Client”.


Step 3:	A bindings review now takes place, during which TCP/IP pops up a menu� prompting you to configure the IP over ATM Client virtual adapter with an IP address. Enter the IP address assigned to the client, and the network mask for the subnet here. If you have a router on the IP/ATM network, you can optionally enter the IP address of the router as the Default Gateway entry.


Step 4: 	After entering the IP address for the client, the Network Control Panel prompts you to restart the machine. Select No here.





Before restarting the machine, the ATM address of the IP over ATM server must be entered in the NT registry, as outlined in the following steps.





Step 5:	Start the Registry Editor by typing regedt32 at the command prompt. Select the HKEY_LOCAL_MACHINE window, and navigate down the following path: SYSTEM - CurrentControlSet - Services.


Step 6:	Obtain the ATM adapter instance name to which the IP over ATM Client is bound. This name (e.g. “AIC59002”) will be listed, along with a “\Device\” prefix (e.g. “\Device\AIC59002”) in the Bind value under the atmarpc - Linkage key below the Services key.


Step 7:	Navigate to the adapter instance subkey below the Services key, and thence to the following subkey: Parameters\AtmArpC\LIS0\ARPServerList\Server1. There is one value under this key, AtmAddress. Change this value to the actual ATM address of the IP over ATM server.





Exit regedt32, and restart the machine.





Features





This section lists some additional features provided with the IP over ATM components.





Support for built-in commands





The IP over ATM Client supports most of the built-in TCP/IP utilities:





IPCONFIG:	Display IP configuration information, including IP addresses, Network Masks and Gateway addresses.


NETSTAT:	TCP/IP Network statistics.


ARP:	Display ARP cache entries. Since the command can display only 6-byte MAC addresses, the ARP client reports only the ESI part of ATM addresses. Also, the -a option, to add ARP cache entries, is not supported.





Registry Parameters





This section lists configurable parameters for the IP over ATM components.





IP over ATM Server Parameters





The IP over ATM Server has two sets of parameters: Global parameters and per-adapter parameters. The server doesn’t require parameters on a per-LIS basis, because a single instance of the server can be used to support multiple LIS’.





IP over ATM Server Global Parameters





These are stored under the Services\AtmArpS\Parameters key in the registry. The complete list is given below.





Name�
Type�
Purpose�
Default�
�
Buffers�
DWORD�
The number of buffers used to store received ARP requests. Limits the number of ARP requests queued for processing.�
256�
�
FlushTime�
DWORD�
The periodic interval at which the server saves the ARP cache to disk. A value of 0 here disables disk caching.�
0 (minutes)�
�



IP over ATM Server Adapter Parameters





These are stored under the Services\<AdapterInstance>\Parameters\AtmArpS key in the registry, and apply to all LIS’ served by the server.





Name�
Type�
Purpose�
Default�
�
Selector�
DWORD�
The SEL byte on which the Server receives incoming calls on this adapter.�
0�
�
RegisteredAddresses�
MULTI


SZ�
A list of ATM addresses that the server registers with the switch. Clients could connect to the server using one of these addresses.�
<Empty list>�
�












IP over ATM Client Parameters





As discussed in Section � REF _Ref372008228 \n �4.3�, the IP over ATM Client parameters for each Logical IP Subnet are present under the appropriate Services\<AdapterInstance>\Parameters\AtmArpC\LISi key in the registry. The complete parameter list is given below.





Name�
Type�
Purpose�
Default�
�
SapSelector�
DWORD�
The SEL byte used as part of the IP/ATM client’s address. Typically, this is set to i+1, where i is the LIS number, as in LISi.�
1�
�
ServerConnectInterval�
DWORD�
The time between successive attempts to connect to the IP over ATM Server (if connect fails).�
5 (secs)�
�
ServerRegistrationTimeout�
DWORD�
The time, after sending an ARP Request to register with the server, at which the registration attempt is declared to have failed.�
3 (secs)�
�
AddressResolutionTimeout�
DWORD�
The time, after sending an ARP Request to resolve an IP address, at which the resolution attempt is declared to have failed.�
3 (secs)�
�
ARPEntryAgingTimeout�
DWORD�
The time, after creating/refreshing an ARP cache entry, at which the entry is declared to be invalid. The client attempts to refresh this information by sending an ARP Request, only if a VC is associated with this entry.�
900 (secs)�
�
InARPWaitTimeout�
DWORD�
The time, after sending an InARP Request to resolve a PVC, at which the attempt to resolve is deemed to have failed.�
5 (secs)�
�
ServerRefreshTimeout�
DWORD�
The client’s IP, ATM address information is sent to the server periodically at this interval.�
900 (secs)�
�
MinWaitAfterNak�
DWORD�
On receiving an ARP NAK in response to an ARP Request sent to resolve an IP address, no more requests for this IP address are sent for this interval.�
10 (secs)�
�
MaxRegistrationAttempts�
DWORD�
Number of times the client tries to register with the server. After exhausting this, the client moves to the next server in the ARPServerList (see below) if one exists, otherwise, to the first server in the list.�
5�
�
MaxResolutionAttempts�
DWORD�
Number of times address resolution is attempted for an IP address. After exhausting this, the ARP cache entry for the IP address is deleted.�
4�
�
MTU�
DWORD�
Maximum Transmission Unit for the LIS. This is the value reported to the IP layer.�
9188 (bytes)�
�
ARPServerList\�
�
Key containing a list of ARP servers that the client tries to contact. Note: the client is registered with only one server at any point of time.�
�
�
     Server1\�
�
Subkey containing information about the first ARP server. Multiple such subkeys can be created.�
�
�
         AtmAddress�
SZ�
ATM Address of this ARP Server.�
�
�
�
�
�
�
�
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� In certain cases, it may be possible to use the “well-known IP over ATM server address” that the INFs install by default. See “Well-known IP over ATM addresses”.





� With NT 4.0 and early builds of NT 5.0, it is possible that this pop-up menu may not appear. If this is the case, when prompted to restart the machine, select No, restart Network Control Panel, select the Protocols tab, select “IP over ATM Client”, click on Properties, and finally click on OK at the bottom of the panel. You should see a bindings review happen now, and the TCP/IP menu appear.
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