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Fax Scale Test Specification:

Preface 

· The following document specifies the scale tests we will run.

· All following test cases refer to a client server constellation and should be run once when server and client are installed on the same machine, and once when they are installed on different machines (where client is NT5 \ Win9x \ NT4).

Test Strategy:

We recognize 2 main categories of scale –

· Client – Server scale.

· Providers – Server scale (i.e. EFSPs and Inbound Routing Extensions on server).

To cover the above we will use two separate environments, the Self-Host and a “Scale Lab”.

The lab will be used to test different configurations of clients (e.g. clients of all platforms) and different configurations of providers on the server.

Using enhanced (DCOM) versions of existent tools, perform simultaneous and concurrent fax operations (sending \ receiving \ aborting \ etc.) from many clients.

Issues:

1. Define best realistic “Scale Lab” configuration, and resources allocated for lab.
Our current plan includes 10 client machines, each simulating about 30 concurrent client sessions (based on BOS demand for 300 client scale).
We are still unclear about –

a. What the ratio between NT5, NT4, Win95 and Win98 clients should be?

b. How many modems or boards should be installed on server and of what kind (transmission rates)?

c. What are the specifications for the server machine?

d. What network and what other network flow?

e. Any concurrent inbound fax rate requirements?

Implementation Strategy:

Implementation will be incremental.

1. Set up lab.

2. Implement a “Logon and Invoke” tool that logs-on as a given user and invokes a given application.
The tool will also include a synchronization mechanism that will allow us to “launch” several applications (logged-on under different users and on different machines) simultaneously.

3. Activation with minimal verification.
Use existing tools (e.g. SendBroadcastFax, StressTool, qFax and AbortTest) as the application that the “Logon and Invoke” tool will invoke, to continuously invoke actions from different clients of the same server. While doing so run Micky’s “Service Monitor” tool on the server.

4. Better Verification.
Reconstruct BVT to use DCOM to allow simultaneously invoking BVT on all client machines in configuration.
Continuously invoke BVT on all clients (over and over).

5. To allow for different Server configurations – 
Create different EFSPs and Inbound Routing Extensions, based upon Sigalit’s VFSP and the existent MS Inbound Routing Extension.
Above DLLs will take a single parameter for installation – an ini file that includes the number of devices \ methods the DLL supports and any needed unique ids (such as registry entries “image name”, “friendly name”, “device prefix”). Thus DLLs will be able to install themselves in different configurations (as described by the ini file).

6. Automate Server setup.
Implement a tool (using batch files?) that installs different configurations of our EFSPs and Inbound Routing Extensions.
E.g. when tool is invoked with parameter 1, the tool will install 10 EFSPs (each having 25 devices) and 4 routing extensions (each having 4 routing methods).

7. Use the Client Stress Manager to implement client invocation (send faxes and perform action on jobs) stress and enhance it to use DCOM model.
Test Categories:

1. Many T.30 devices on server.
Many kinds of modems.

2. Many modem boards on server.

3. Many FOIP configurations.

4. Many kinds of EFSPs installed on server.
Each having many devices.

5. Many installed Inbound Routing Extensions.
Each having many Routing Methods.
* We can simply “duplicate” the MS Routing Ext. using different names for registry entries and methods.

6. Many clients for the same server.
From different platforms.

7. A client with many SBS Fax printers.

8. Many Server \ Personal cover pages (?)

9. Many simultaneous RPC connections.

10. Many jobs on queue simultaneously.

11. Many processes sending faxes simultaneously \ concurrently (using APIs \ Print architecture).
Including very widespread broadcasts.

12. Connection.
* Many clients connecting \ connected to server simultaneously. 
* Many clients disconnecting from server simultaneously.

13. Receive many simultaneous \ concurrent faxes.

14. Actions on many jobs simultaneously \ concurrently.
Cancel \  Delete \ Pause \ Resume \ Restart.
* Check invocation via simultaneous API calls and via multiple selection from GUI.
* Check many clients, each performing actions on many jobs.

15. Administration.
Investigate usability and completeness of administration GUI and APIs in a large-scale system.

16. Outbound Routing Rules.
Many routing rules. At least one for every EFSP.
* Any limitation to number of routing rules?

17. Pause and resume the sent items queue while many clients are sending faxes \ many client operations

Are invoked on the jobs.

Same for blocking and restarting the sent items queue.

18. Stopping and restarting the service while many clients connecting\ connected to the

Server simultaneously.

Stopping and restarting the service while many jobs are in queue \ many client operations

Are invoked on the jobs.

Same for crashing the service: kill the service \ reboot the computer.

Scale test parameters:

1. Number of receive\send jobs on queue simultaneously.

2. Number of EFSPs installed on server.

3. Number of installed devices per EFSP.

4. Number of send \ receive enabled devices per EFSP \ per Server.

5. Device TSID and CSID settings.

6. Number of Inbound Routing Extensions installed on server.

7. Number of Routing methods installed per Routing Extension.

8. Number of Routing methods enabled per device.

9. A device’s enabled Routing methods’ settings.
E.g. the “Store in directory” routing method’s “directory” setting.

10. Number of installed clients on server.

11. Number of simultaneously connected clients per server.

12. Number of simultaneously “active” (connected \ sending \ aborting \ etc.) clients per server.

13. Number of installed SBS Fax printers on a single client.

14. Number of “active” (connected \ sending \ aborting \ etc.) SBS Fax printers on a single client (with more than one SBS Fax printer installed).
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